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CS224n: Project Enhanced Google

Problem to be investigated

Most Internet search engines, given a search query, try to find web documents containing the terms listed in the query.  However, because the search process treats words purely as semantic-less identifiers, these same search engines are unable to distinguish different word senses, not mentioning documents about different topical domains.  Frequently, users must manually scan through a long list of interleaved results in order to zoom in onto the desired ones.

A solution using an NLP approach

One way to solve the problem is to figure out which one of the different word senses that a document assumes.  For instance, let's say the term "Michael Jordan" carries two senses, the basketball player and the Berkeley professor.  A document containing "Michael Jordan" will use the term to denote either the basketball player or the professor, but probably not both.  This is an important property because we can rely on the set of word senses to categorize documents, and thereby solving the above problem.  Our goal now has been reduced to defining such a function that maps the set of documents containing W to the set of W's word senses.

Like all other NLP problems, however, the gut of this function is completely non-trivial.  For example, given a search query, how do we obtain the set of word senses?  One possible solution is to use a dictionary like WordNet, but this approach falls apart quickly as soon as we have to deal with non-standard English terminologies, acronyms, compound nouns, etc.  The space of all human-understandable terms is simply too huge.  Moreover, word senses associated with a term can change over time, and thus maintaining a database of all sets of word senses would require too much work and human intervention.  These problematic issues will be addressed more thoroughly in later sections of this report.

My implemented solution involves inserting an extra processing layer between the users and a selected search engine, Google.  This layer, which shall be referred to as Project Enhanced Google or PEG for short, will try to categorize search results returned by Google and present the categorized results neatly to the user.  PEG's success will be judged by how well it catagorizes web documents, and how much convenience it brings to its users.

PEG has a five-stage pipeline:

1. Invoke the parent search engine to obtain a list of "raw" search results.

2. Fetch and purify web documents.

3. Extract features from web documents.

4. Based on the extracted features, cluster the documents into groups by their similarity.

5. Generate HTML for the end-user view.

Detailed discussion of algorithms/method used

Stage 1: Obtain raw search results

I picked Google as the parent search engine because I like it myself, and because it allows search requests via a SOAP interface.  By using the web service directly, I save the need to parse the usual HTML output manually while at the same time maintain future compatibility with this well defined interface.  The plumbing behind this stage is of little NLP interest, and so I will reframe from elaborating further.  Do keep in mind though that Google limits each licensee of the web service to 1000 requests per day.  The quota is plentiful for obtaining search results, but I can't utilize Google's vast database to, for example, help examine keywords on a word-by-word basis.

Stage 2: Fetch and purify web documents

The Network API in Java is one of its strong points, so making HTTP requests to fetch web documents is straightforward.  Originally, I was fetching documents sequentially (synchronous calls), but as soon as I started downloading 30 or 40 in one go, the total time spent just in this stage would exceed many minutes due to long socket timeouts and slow servers.  To establash a soft upperbound in time requirement, I had to multithread this portion of the program to download multiple documents simultaneously, and upgrade to JDK 1.4 which provided an easy way to shorten socket timeouts.

Some non-text document sources are deemed unprocessible by PEG.  I exclude URLs with certain file extensions like .zip, .doc, .pdf, etc.

The purification procedure is more interesting.  I decided to convert everything to lower case.  It's true that I will lose all information provided by word capitalization, but in return, the problem of data sparseness is alleviated, which I consider a more immediate problem.  HTML documents on the web are not what you normally consider "clean" text.  They often contain nasty junk like malformed XML syntax, javascript, symbols; basically, it's often the case that you don't find any clean paragraph of English sentences on a page.  There's not much I can do about them, but I try my best using various adhoc heuristics, like filtering out tokens without any alphanumeric character, small integers, and stopwords.  In addition, I try to purify each token by cropping away outer junk characters (e.g: punctuations, parenthesis).  The purified text, judged by my eyes, is generally satisfactory and usable for all intents and purposes.  Note that I throw away all information about sentence boundary, although the general word order is undisturbed.

I learned that parsing web data is a huge pain in the neck.

Stage 3: Extract features

Extracting features from web documents turned out to be the core of the project and the most interesting problem from the NLP point of view.  A web document contains a rich amount of information, from the text itself, URL, hyperlinks, HTML structure, to images.  Being an NLP project, I decided to treat a web document simply as a sequence of words, without exploiting any of the informative HTML structure (e.g: title string) or hyperlinks.  The quality of extracted features will suffer slightly, but at the same time the result of the project will reflect unambiguously the (in)effectiveness of NLP algorithms.

Instead of using raw text as the feature set, I decided to distill it a bit by extracting keywords.  "Keywords" of a document is defined to be a set of tokens that appear abnormally frequently in the document compared to the norm (i.e: normal English).  Such a definition translates directly to a computable algorithm.


Let count(w|doc) = { occurances of word w in document doc }


Let count(doc) = { the number of tokens in doc }


Hence, prob(w|doc) = count(w|doc) / count(doc)

To model "normal English", I went to three years worth of New York Times articles from 1994 to 1996.  1.7 gigabytes of text is a ton of data, and in the end, I was able to digest approximately 240 million words, 640,000 of which are unique.  I have to apply a primitive smoothing adjustment to handle unknown words, which are encounted often on the web.


Let count(w|langauge) = { occurances of word w in the corpus }


Let count(language) = { total number of tokens in the corpus }


prob(w|language) =

if count(w|language)==0, then return 0.5 / count(language)



otherwise, return count(w|language) / count(language)

Note that with this simple smoothing, prob(w|language) is no longer a valid probability mass function, but that is inconsequential as only the proportion is relevant in my calculation.  Because count(language) is such a huge number, 0.5 is a decent guess of the number of occurances of unknown words.


For each w in doc


Let ratio = prob(w|doc) / prob(w|language)



Let count = count(w|doc)



w is a keyword of doc if




ratio >= THRESHOLD_RATIO     and




count >= THRESHOLD_COUNT

In English, the algorithm describes that a word is a keyword if the following two contraints are satisifed:

1. The word appears abnormally frequent

2. The word has at least repeated several times in the document

The constraints make a lot of intuitive sense, and reflect the definition of keywords.  The tricky part is deciding what to assign the two threshold values.  As alluded in the introduction, I don't have access to a training set (general documents with labeled keywords), so it's impossible to train for threshold values aside from using my own judgement.  This lack of a training set would continue to haunt me later from many other angles.  Perhaps I should have placed more emphasis in locating a usable training set from the get go.

It appears that THRESHOLD_RATIO=80 and THRESHOLD_COUNT=4 work decently well.  Again, these values were picked without any theoretical backing, but most of the time the keyword selection is surprisingly accurate.  Rarely does the algorithm fail disastrously.

The decision of whether a word is a keyword is not entirely binary.  Some keywords are naturally more relevant than others in a document.  For example, given all else equal, a word that appears twice as frequently as the other word is obviously more likely to carry more relevance.  Similarly, a word with a higher ratio should be considered more relevant.  I use a simple scheme in computing this "importance" value.


importance(keyword) = ratio(keyword) * count(keyword)

Because the ratio equation is divisional, it can easily overwhelm the count value.  Therefore, an unknown word may end up grabbing a huge share of importance, which arguably is the correct course of action.

By not using raw text as features, I avoid potential problems comparing two documents with highly skewed lengths.  As long as the number of keywords for each document is controlled, comparison among documents will not run into unnecessary biases towards or against long or short documents.  As a protective measure, I keep only the top 10 (MAX_KEYWORDS) most important keywords to set a hard ceiling on the size of the feature set.

So far, I have considered locating keywords which are unigrams, but there is a big problem: a keyword often comes packaged as a bigram, trigram, or an n-gram in general.  For example, among many other things, names of people are bigrams or trigrams.  Also, for many compound terms, the "worth" of the whole is greater than the sum of its individual constituents.  "Operating System" means something special when used together, for instance.  Indeed, the problem of finding collocated keywords is real and crucial.

How should I extend the algorithm?  The first question I asked was whether it is feasible to include more information with my language model.  I thought about building a bigram model, which would be huge in size due to sheer number of unique bigrams expected to be found.  If the space of unigram is barely managable, then the space of bigrams is certainly unthinkable.  The problem of data sparseness with a bigram model will simply balloon to the point of being unusable.  In fact, the number of false positives for bigram keywords is too great to justify the extra space (HUGE!) needed for the bigram model.  Not only that, a bigram model still doesn't scale well to deal with n-gram keywords regardless.

Then I started thinking inductively.  If I make one plausible assumption, I can collect collocated keywords relatively straightforwardly: an n-gram is a keyword only if all its substrings of length (n-1) are also keywords.  For example, if "operating" and "system" have both established themselves as keywords, then "operating system" and "system operating" are both candidates to become bigram keywords.  I will enforce an additional constraint where the n-gram keyword must also have appeared at least a certain number of times to qualify.  By the way, this algorithm was inspired by the A-Priori algorithm for computing frequent item sets.


Recursive algorithm:


An n-gram w is a keyword if:



If (n==1) then,

return true if w is a unigram keyword;

return false otherwise.



Otherwise,




Let left = w[0,len-2]      // substring




Let right = w[1,len-1]




Let count = count(w|doc)




return true if both left and right are keywords and

               count >= THRESHOLD_COUNT




return false otherwise.

Note that I'm not accounting for the ratio factor which I used in judging unigram keywords.  The reason is that prob(n-gram|language) is a tough one to define with just a unigram frequency language model.  The Naive Bayes Assumption, which worked admirably in the word sense disambiguation project, was a complete failure here.  Given the immense size of the corpus, prob(unigram|language) was already tiny.  Applying the Naive Bayes Assumption, a series of successive multiplications, led to microscopic prob(n-gram|language), which in turn led to exceeding large and useless ratio values.

By making the assumption that an n-gram is a keyword only if all its substrings are also keywords, I'm oversimplying the space of n-gram keywords.  A serious shortcoming is true negatives on n-gram keywords which contain a common word.  For instance, "My Little Lover", a popular band in Japan, will never be collected as a trigram keyword because "my" is a common/stop word, and hence not a keyword by itself.  But other than that, many quality compound keywords are successfully assembled from the list of unigram keywords.

The last part of the keyword extraction phase is removing duplicated (n-1)-gram keywords that have been used to construct n-gram keywords.  This step is to avoid having "natural language" and "language processing" as bigram keywords whenever "natural language processing" is a keyword.  The removal algorithm is also inductive in nature (and somewhat complex), but a nice property it has is that if "linux operating system" is a keyword, it is still possible for "linux" to be a keyword by itself provided it's appeared by itself enough.

Although I didn't get enough time to experiment with other keyword extraction algorithms, I thought about using other cues to improve results.  For one, it would be nice if each word in the text had been tagged for its part of speech.  A general observation is that keywords are most often nouns or compound nouns.  Or to think of this from the opposite direction, it is rare to find adverbs and adjectives as keywords, intuitively.  The presence of part of speech tags would allow an additional constraint.  Actually, an machine-accessible dictionary with part of speech listing for a word could be used to approximate this "keyword is a noun" constraint as well.  Secondly, collocated keywords maybe "verified" by consulting Google's search database.  If an n-gram is found to appear in a large number of web documents, then likely such an n-gram is a valid keyword.  However, the limited number of Google web service requests disallowed this trick.

On well-behaving documents, ones with plenty of well-formed English sentences, the result of keyword extraction is spectacular (more supporting data to follow).  However, there are pages out on the web that are entirely Flash-based, image-based, or frame-based.  In those cases, no keywords will be found, and such a document will become featureless.  This is a huge problem, as PEG won't be able to do anything about these misbehaving webpages at all.

Stage 4: Automatically cluster web documents by keywords

Given keywords as document features, we can prepare the space of documents for unsupervised clustering.  Our goal is two-fold:

1. Group similar documents together

2. Find well-separated clusters

Each point in this document space is and completely and uniquely identified by its set of keywords.  This is a non-Euclidean space without the normal notion of n-dimensional coordinates, but a distance (similarity) function between two documents is definable.  There are three types of distance functions that I must define:

1. Keyword-to-Keyword 

2. Document-to-Document

3. Cluster-to-Cluster

For the first type of distance functions, a straightforward definition is the string equality test.  Two keywords are equal if and only if the strings match completely.  At first glance, this definition seems logical, but unfortunately, it doesn't handle n-gram keywords fairly.  For instance, "linux" and "linux kernel", which is semantically similar, will be unfairly marked as dissimilar.  To deal with n-gram keywords, I must allow fractional/partial similarity.  Again, I do not know the theoretically optimal distance function in this case, but here's a logical option:


keywordDistance(A,B)


Let a be a substring of A



Let b be a substring of B

such that a == b, and len(a)=len(b) is maximized

Let intersect = len(a)

Let union = len(A) + len(B) – intersect

return intersect / union
This definition resembles the Jaccard measure.  Some examples: distance("a b", "a") = 0.5, distance("a b c", "b c d") = 0.5, distance("a b c", "a c") = 0.33.

Other more indirect metrics may be used to compare keywords.  For example, I could try to use WordNet's synonym listing to approximate the conceptual distance between terms representing similar ideas, like how "ship" is close the meaning of "boat".  However, WordNet's database most of the time was inadaquate in handling non-standard terms, like "Oracle" as a software company., or n-gram keywords.

Normally, we can use the Jaccard or Cosine measure to compute document-to-document distance function.  However, with fractional keyword equality, I have to abandon the Jaccard measure because the set of keywords is no longer a set of distinct objects. 


documentDistance(A,B)



total = 0



For each <i,j> where 0 <= i < len(A), 0 <= j < len(B)




total = total + keywordDistance(A(i), B(j))



return total / (len(A) * len(B))
Essentially, it's computing the average word-to-word distance for each pairs of keywords in the two sets.  It has the property that documentDistance(A,B) == documentDistance(B,A).

The effect of the Cluster-to-Cluster distance function is more subtle.  I've experimented with two definitions.  In the first one, I defined the inter-cluster instance to be the distance of the two closest points between the two clusters.  The advantage of this definition is that it allows for more "irregularly-shaped" clusters, but it's also less stable, leading to ill-separated clusters.  The second definition is based on the average document-to-document distance between each pair of documents in the two clusters.  The advantage of this definiton is robustness against linking two well separated large clusters, but the shapes of the clusters tend to be "spherical" (i.e: likes to expand uniformly in all direction).  Fortunately, due to the relatively few data points (30-50), both definitions perform about identically.

I employ the straightforward Hierarchical Clustering algorithm to group the documents, but exactly how do you determine the optimal number of clusters?  We can compute the quality of a cluster by its "compactness", approximated by its average pair-wise document-to-document distances (think: clique).  It's a measure of how well-separated clusters are to one another.  If we define compact(n) to be the micro-average cluster compactness for having n clusters (chosen by the hierachical clustering algorithm), then it can be proven that it's an increasing function (decreases as n approaches 1); when n == number of documents, compact(n) = 1.0, but as soon as we start grouping different documents together, the overall compactness decreases, approaching 0.0.  Naturally, we want clusters to be as tightly packed as possible, but it can also be argued to we prefer as few necessary groups as possible.  My hope is that these two competing qualities will single out an optimal number of clusters.  I do not know for certain how to model "as few necessary groups as possible", and without a training set, it's tough to guess thresholds.  In the end after taking PEG for a few manual test drives, I decided to use a normal distribution, with a mean of 6.0 and variance of 5.0 (in units of clusters).  These are arbitrary, but nevertheless not completely random.

Afterwards, each cluster is labeled by its prominent keywords, where prominence is measured by the number of documents in the cluster containing a particular keyword.  I choose the top four most prominent keywords as to control the length of a cluster label.

Regrettably, I'm most dissatisfied with this part of the project where I have to determine the optimal number of clusters without any reasonable justification.  There has to be a better, more logically-sound way to compute this function, but unfortunately I ran out of time.  An EM approach maybe able to group and label clusters simultaneously.

Stage 5: Generate HTML output for the end-user view

With the clustered groups, I'm finally ready to generate HTML code for the search results page.  This is straightforward, but there are a few features worth mentioning.  First, because PEG goes out of its way to download web documents pointed by the search results, it is able to show precisely which URLs are unavailable at the moment (e.g: 404, 403 errors).  Secondly, the result page includes the list of keywords associated with each document, which acts as a decent summary of the content ahead.

Results and performance

The problem at hand is too complex for a machine to automatically decide whether a particular cluster configuration is "good".  Without a usable traininig set, tuning the system and experimenting with new ideas quickly became an exhaustive task of testing on a few hopefully representative test search queries and eyeballing results manually.  Certainly, this is not the best approach in judging an NLP system.

A running demo can be found at http://cutevoice.stanford.edu/~sammysy/google/src/web/ .  This site will only last until the 12th when I move out of campus housing.

We start with the performance of the keyword extraction engine.  With the default parameters, I computed the sets of keywords, ordered by importance, for the following sites (as of today):

threshold=80, count=4

http://www.berkeley.edu/
uc, berkeley, campus, sites, student, students

http://www.stanford.edu/
stanford

http://www.mit.edu/
mit

http://www.cnn.com/
u.s, cnn.com, cnn, video

http://www.stanford.edu/class/cs224n/
java, natural language processing, language processing, processing, assignments, assignment, gates, section, programming, please

http://nlp.stanford.edu/~manning/
+1 650, nlp, probabilistic, ling, linguistics, grammar, natural language processing, christopher manning, language processing, manning

If I reduce the ratio threshold to 40, I will obtain the following additional keywords:

threshold=40, count=4

http://www.berkeley.edu/


http://www.stanford.edu/


http://www.mit.edu/
news

http://www.cnn.com/
sports

http://www.stanford.edu/class/cs224n/
final project

http://nlp.stanford.edu/~manning/


As you can see, there is not a whole lot of differences despite a significant reduction in the ratio threshold.  This is good news because it means good keywords tend to be good at prevailing themselves from the norm.  Let's reduce the count threshold, while returning the ratio threshold back to its original value:

threshold=80, count=3

http://www.berkeley.edu/
uc, berkeley, cal, campus, extension, sites, sessions, student, students, june

http://www.stanford.edu/
alumni, stanford university, stanford

http://www.mit.edu/
mit, events, programs

http://www.cnn.com/
u.s, cnn.com, instyle.com, sci-tech, jagger, cnn, video, die, gas

http://www.stanford.edu/class/cs224n/
ling, java, natural language processing, language processing, processing, directory, assignments, assignment, manning, gates

http://nlp.stanford.edu/~manning/
+1 650, nlp, 2002, syntactic, probabilistic, ling, science linguistics, linguistics, computational, grammar

threshold=80, count=2

http://www.berkeley.edu/
2002, a-z, sessions uc extension, finder map, uc, undergraduate, berkeley, cal student, web sites, libraries

http://www.stanford.edu/
directories, alumni, stanford university, stanford

http://www.mit.edu/
mit web, search mit, mit, directory, events calendar, faculty staff, tech, campus, offices programs, massachusetts

http://www.cnn.com/
u.s, cnn.com, instyle.com, sci-tech, time.com, 2002, jagger knighted, mick jagger, in-depth, swamp nets

http://www.stanford.edu/class/cs224n/
cs 224n ling 237 natural language processing, eval.pl script, e.g., hyponym, wmhome, jwordnet, stdin", ling, java, computational

http://nlp.stanford.edu/~manning/
+1 650, nlp, 2002, syntactic, probabilistic models, probabilistic, hinrich sch tze, 2001, 2000, 1999

A lot more unimportant keywords seem to have cropped up when the threshold is set too low.  Let's increase the count threshold:

threshold=80, count=5

http://www.berkeley.edu/
student, students

http://www.stanford.edu/
stanford

http://www.mit.edu/
mit

http://www.cnn.com/
cnn, video

http://www.stanford.edu/class/cs224n/
language processing, processing, section, natural

http://nlp.stanford.edu/~manning/
probabilistic, linguistics, natural language processing, christopher manning, lanugage processing, manning, processing, text, language, natural

It seems a count threshold of 5 (or higher) is too restrictive.  Too many otherwise good and valid keywords are discarded.

A systematic method of evaluating clustering results is not immediately obvious.  But I can demonstrate its effectiveness with a few examples.  Let's try "Berkeley":

query=Berkeley


cluster name
cluster size
correct count
correct percentage

1
students
2
2
100%

2
seti@home, june 2002, 2002, sponsors
1
1
100%

3
library, libraries
3
3
100%

4
library, uc, collections, web
1
1
100%

5
berkeley, information
8
7
87.5%

6
seismological laboratory, earthquake information, earthquake, berkeley
1
1
100%

7
web
2
2
100%

8
{unrelated/lonely}
12



Of course, it easy to have high correct percentage if cluster size is small and the cluster group general enough.  The documents in the {unrelated/lonely} cluster are either featureless, or unrelated to all other documents in the pool.  Unfortunately, although the quality of individual clusters is decent, we would have preferred a fewer clusters.  For example, the "students" and "berkeley, information" should form a larger cluster.  Also, the number of unsorted documents fallen into the {unrelated} cluster is substantial.

I mentioned that earlier that I evaluate cluster "compactness" by computing its average internal distance in a clique of documents configuration, how the compactness function is a decreasing function as the number of clusters approaches one.  Here's an illustration:
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Note that this function doesn't exhibit a "cliff", or a suddent drop, as n approaches 0.

Let's search for "doom":

query=doom


cluster name
cluster size
correct count
correct percentage

1
doom, doom iii, 2002, iii
16
14
87.5%

2
science fiction fantasy horror, planet doom, sites, science fiction
1
1
100%

3
site
bad category



4
sgi doom, sgi version, version sgixdoom
1
1
100%

5
32+32kwb asus tx97-e 430tx.... 2000, pv, pci
1
1
100%

6
armdeu 1.17, armdeu, wadptr 2.3, wadptr
1
1
100%

7
linux, 10%, 2.5%, freebsd
1
1
100%

8
{unrelated/lonely}
7



The cluster labeled "site" is a bad category because it doesn't mean anything.  It would have been preferred if the "sgi doom" and "32+32kwb" (a benchmarking site) clusters are merged with the main "doom" (the idSoftware game) cluster.  PEG was able to single out a cluster for a horror story, and an essay about linux being Microsoft's impending doom.
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Related work in the literature

There have been several text clustering systems developed in the past.  Xerox PARC's Scatter/Gather implemented a similar system, but it didn't try to distill document features (i.e: keywords), and it used a straightforward cosine measure to define inter-document distances.  (http:///www2.parc.com/istl/projects/ia/papers/sg-sigir92/sigir92.html)

Andrei Broder of DEC had also done some work in defining a inter-document distance function specifically targeted for web document.  It used the mathematical notion of "resemblance" and "containment" (symmetric vs asymmetric relationship), the latter of which PEG does not attempt to account for.   Instead of using keywords, it used shingles, which are essentially n-grams.  (http://www.scope.gmd.de/info/www6/technical/paper205/paper205.html)

The "WiseNut. Search. Exactly"  search engine seems to perform web document categorization as well, but unfortunately, no technical information describing the used algorithms is present on the website. (http://www.wisenut.com/)

Conclusion

Because PEG employs Google as the underlying search engine, technically, the search results cannot be any worse than that of raw Google.  PEG attempts to extract more information from the list of search results, and specifically, it tries to categorize documents based on their semantic similarity.  Keywords extracted have turn out to be an acceptable feature set to identify web documents, and as a bonus, it acts as a quick summary of a web document that users of PEG might find useful.  The clustering algorithm is definitely suboptimal, and more work on defining better and more semantically-sensitive distance/similarity functions would certainly improve the performance of the system substantially.  And yeah, NLP is hard.
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		1		0.0302		0.0004				1		0.0326		0.0005

		2		0.0514		0.0019				2		0.0797		0.0029

		3		0.0962		0.007				3		0.0835		0.0061

		4		0.1406		0.0168				4		0.1743		0.0208

		5		0.1575		0.0254				5		0.1799		0.029

		6		0.2007		0.0358				6		0.2268		0.0405

		7		0.2454		0.0396				7		0.274		0.0442

		8		0.2504		0.0299				8		0.3213		0.0384

		9		0.2956		0.0214				9		0.4106		0.0298

		10		0.3395		0.0122				10		0.4572		0.0165
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