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Introduction

We investigated the claim made by Tom Wasow[1] that relativizers will tend to be omitted with frequency increasing as the predictability of a relative clause (RC) increases.  More specifically, his hypothesis is that if it is clear that a RC is coming, then the relativizer is not needed to signal the presence of the RC, so it can be safely omitted (for non-subject extracted relative clauses, or NSRC’s).  To test his hypothesis, we modified the assignment 3 maximum-entropy classifier (maxent) to detect relative clauses in the Wall Street Journal Penn Treebank corpus.

Based on contextual features, maxent assigns each noun a probability that a relative clause will immediately follow.  We group the nouns into probability classes based on the classifier’s estimate of the probability, and then examine the classified examples to find the real probability for an RC for those examples.  Our results show that the two probabilities (i.e., maxent’s probability classes and the real relative clause probability for data in that probability class) are highly correlated, suggesting that our maxent’s estimate for the probability of a RC following a noun is reasonable.  We then investigate Wasow’s claim by examining the RCs for which the relativizer is optional in non-subject relative clauses (NSRC).  We found that such a relationship exists; as our probability for an upcoming RC increases, so does relativizer omission in NSRC’s.

Methodology
We used a set of rules that used the hand-parsed Treebank Wall Street Journal (WSJ) corpus to determine whether or not a particular noun was immediately followed by a relative clause.  However, what no one has access to is the probability that a relative clause would follow any particular noun in any particular sentence (henceforth P(RC)).  Since Wasow’s claim correlated this probability to the probability that a relativizer is omitted in a non-subject extracted relative clause (henceforth P(no rel | NSRC), we had to model P(RC) for the context of a particular noun.

To define this “context of a particular noun,” we created a set of features that could be used by maxent, along with a large amount of training data, to create a classifier that would give us the probability that any given noun is followed by a relative clause.  Therefore, for any given noun and its context (which is defined by our features), we could use maxent to create an estimate of the probability that a RC follows.  We then created a series of probability estimate ranges, each of which had a bucket in which we placed all noun instances that fell in the corresponding probability estimate range.

In this paper, each of these ranges is known as a probability category.  These ranges are: 0.00-0.01, 0.01-0.02, 0.03-0.04, 0.04-0.05, 0.05-0.15, and 0.15-1.00.  Higher granularity was used up until probability 0.05, as most cases are below that threshold.  Where the data was less dense, we only used two large sections: one from 0.05 to 0.15 estimated probabilities, and the other from 0.15 to 1.00, in order to have a reasonable number of examples in each category.  However, we found that data in the 0.00-0.01 range still provided unreliable results, so we did not use it in our analysis.  By creating these categories, we could then test Wasow’s hypothesis.  While we couldn’t have the actual probability that an RC will follow any particular noun, we now have an estimate of that probability for a group of nouns.

We also created a set of rules that could determine if a particular RC was a non-subject extracted RC, and if so, whether or not it had a relativizer.  This allowed us to calculate P(no rel | NSRC), and compare it to P(RC) for each probability category’s bucket of nouns.

Algorithm

We use a simple maximum entropy classifier to calculate the probability of the current noun being followed by an RC.  A relative clause was defined as an SBAR which is the child of an NP and is the parent of something that starts with WH (typically WHNP) as well as an S.  In order to screen out commonly occurring false positives, we also require that the SBAR not have an IN child (which happens with infinitival relatives) and that the S not have a VB that immediately dominates a TO, which happens with to-complements in phrases like “enough time to put these proceeds to work”.  (Thanks to Tom Wasow for help in debugging our RC pattern.)

For example, in the sentence, “Some takeover stock traders have been betting against Mr. Trump because he has a record of disclosing stakes in companies that are potential takeover targets,” the relative clause, which modifies “companies”, is “…that are potential takeover targets.”  The subtree for the RC is show in Fig.1.
Fig.1 Relative Clause Tree

(NP (NNS companies))

    (SBAR

       (WHNP-1 (WDT that))
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We assume that RCs only occur immediately following a noun.  This misses some rare cases such as “The student, obviously, that studies hard, expects to do well.”  We further make no effort to discover which noun the RC is modifying – we are only interested in predicting whether an RC is imminent, and RCs that occur some distance from their noun are inherently going to be hard to predict.

We created several feature types to be used by maxent to predict when a RC will immediately follow the current noun.  None of these features rely on any words following the current noun (and therefore aren’t “cheating”).  These feature types are:

PROPER_NOUN/COMMON_NOUN: Detects whether the noun in question is labeled NNP or NN.  This turned out not to be very predictive, but it was still useful in that every word must have at least one feature turned on or the maxent classifier will assign equal probabilities to all classifications.  These labels ensured that every example would have at least one feature.  We considered adding each individual noun found in the training corpus as a feature, but decided that the feature blowup would be too great.

PREVIOUS_WORD_IS_POSSESSIVE: This looks for a possessive word that precedes this word in the sentence.

HAS_PRP$: This looks for a left sibling that is marked by PRP$, which is a possessive pronoun.  This is simply the pronominal form of the previous feature.

SUBJECT: This detects whether this noun is part of the subject NP of the most local clause.  Our intuition was that RC distribution may vary depending on whether the noun in question was part of the subject or object.

DETERMINER-<determiner>: We create a feature for every determiner found that modifies a noun.  We found that different determiners showed widely varying behavior in terms of an upcoming RC.

LIGHT_NOUN-<light_noun>:  It has been noted that the presence of a semantically light noun, such as time, place, way, person, reason, or thing, has a strong predictive effect on the presence or absence of a relativizer in NSRCs (Wasow, Jaeger, in progress), which was one of the motivations for the idea that RC predictability may influence relativizers.  Semantically light nouns indeed turn out to be strong predictors of RCs.  Each of these is also tagged with a more generic SEMANTICALLY_LIGHT_NOUN.

ADJECTIVE-: Some adjectives, such as only, seem to have a strong effect on the presence of an RC.  Since the number of different adjectives is much smaller than the number of different nouns, we felt that we could safely add a feature for every adjective found in the training corpus.

Feature Discussion

We generated 7010 features, almost all of which were adjectives – 6977 of the total.  Most of them had only a small effect, with 5400 features having weights between .01 and -.01.  The weights ranged from .93 for ADJECTIVE-only to -2.02 for PROPER_NOUN. 

PROPER_NOUN requires further discussion.  It is not the case that proper nouns in general are predictive one way or another – the second lowest weight was for COMMON_NOUN (-1.77).  This simply indicates that relative clauses are rare.  In fact, ignoring features, a relative clause follows a noun with a priori probability .025.  This means that, without further information, a relative clause is not to be expected, which is the behavior that is created by learning large negative weights for generic classifications that apply to all examples. 

The single highest weight was learned for ADJECTIVE-only (.93).  Several other superlatives seemed to have high weights, such as last (.23) and, to a lesser extent, first (.02).  Similarly, adjectives that described quantitative aspects of the noun, such as many (.27) or same (.28) rather than very descriptive words such as thoroughbred (-.008) or funny (0.007), seem to have significant weight.

Nearly all of the semantically light nouns had strong predictive influence on RCs.  Indeed, the presence of such a noun as indicated by SEMANTICALLY_LIGHT_NOUN (.61) had the fourth highest weight.

Finally, several determiners had strong effects.  Every (.74), those (.67), and any (.35) were strong indicators of an upcoming RC, and there mere presence of a determiner at all was a fairly strong predictor.  However, some determiners dispreferred RCs, such as these (-.36), no (-.24), and especially this (-.54).  It is not surprising that this and these show similar weights; however, that (-.32) shows opposite behavior from those, even though the latter is the plural of the former.  This could possibly be explained by the Wall Street Journal style guide, which may prohibit too close repetition of words; since that is the most common relativizer, perhaps journalists are encouraged to think of another determiner or phrasing in the case that they are using that as a determiner and shortly thereafter as a relativizer.

The 15 strongest features, both positive and negative, can be found in Table 1.  Several of them are domain specific: fiscal would likely not be assigned a large weight in a corpus other than WSJ.

	ADJECTIVE-only
	0.93
	PROPER_NOUN
	-2.02

	DETERMINER-every
	0.74
	COMMON_NOUN
	-1.78

	DETERMINER-those
	0.67
	DETERMINER-this
	-0.54

	SEMANTICALLY_LIGHT_NOUN
	0.61
	LIGHT_NOUN-place
	-0.49

	ADJECTIVE-former
	0.54
	ADJECTIVE-net
	-0.48

	LIGHT_NOUN-thing
	0.49
	ADJECTIVE-composite
	-0.47

	ADJECTIVE-so-called
	0.39
	ADJECTIVE-such
	-0.45

	ADJECTIVE-30-day
	0.38
	DETERMINER-these
	-0.36

	DETERMINER-any
	0.35
	ADJECTIVE-more
	-0.34

	ADJECTIVE-fiscal
	0.34
	DETERMINER-that
	-0.32

	ADJECTIVE-political
	0.33
	PREVIOUS_WORD_IS_POSSESSIVE
	-0.31

	LIGHT_NOUN-reason
	0.28
	ADJECTIVE-chief
	-0.31

	ADJECTIVE-same
	0.28
	ADJECTIVE-long
	-0.29

	ADJECTIVE-many
	0.27
	ADJECTIVE-net
	-0.27

	ADJECTIVE-specific
	0.25
	ADJECTIVE-executive
	-0.27


15 Strongly Positive and Negative Features

Results

We see a definite positive relationship between the probability that a relative clause is following the current noun and the probability that if that clause is an NSRC, that it lacks a relativizer.  

Graph 1 shows that the real P(RC) for a given data instance matches up well to the predicted probability, defined as in which bucket it was placed.  The probability of an RC given the set of instances in a bucket generally fits nicely inside the predicted probability range for the bucket, and increases monotonically as the predicted probabilities for the buckets rise.  For example, the probability of an RC in bucket 0.02-0.03 is 0.023, and the probability of an RC 0.04-0.05 is 0.041.  The one category for which this does not hold true is 0.03-0.04, where the actual P(RC) is 0.0407, which is still very close to the edge of the bucket range.
Graphs 2 and 3 address the likelihood of a relativizer, when optional, compared to predicted and actual RC probabilities.  Graph 2 shows the P(no rel | NSRC) for each bucket.  This shows how likely it is that an NSRC lacks a relativizer given the predicted probability of an RC.  As can be seen, as the predictability of a relative clause increases, so does the probability of P(no rel | NSRC).  Graph 3 compares P( no rel | NSRC) to the actual P(RC).  Each data point represents one of the probability categories.  
Graph 3 follows the same trend as graph 2.  This is expected because the estimated probability classes match up well with reality (i.e., for a bucket of noun instances to which the maxent classifier assigns a certain range of probabilities that a relative clause will immediately follow, the actual probability of noun instances in that bucket which are immediately followed by a RC usually falls within that range).  The correlation between P(no rel | NSRC) and the P(RC) is extremely strong, with a correlation coefficient of 0.931.

Table 1:
Comparison of predicted to actual P(RC)
	Likelihood Categories
	 
	Nouns
	 
	Margin of Error

	(probability range)
	Nouns
	with RC
	P(RC)
	of P(RC)

	0.01 to 0.02
	16901
	257
	0.01521
	0.00184

	0.02 to 0.03
	13072
	306
	0.02341
	0.00259

	0.03 to 0.04
	2038
	83
	0.04073
	0.00858

	0.04 to 0.05
	5575
	230
	0.04126
	0.00522

	0.05 to 0.15
	832
	66
	0.07933
	0.01836

	0.15 to 1.00
	134
	29
	0.21642
	0.06973
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Table 2:

P(No Rel | NSRC) for data in each category
	Likelihood Categories
	 
	NSRC with
	 
	Margin of Error

	(probability range)
	NSRC
	with No Relativizer
	P(No Rel. | NSRC)
	of P(No Rel. | NSRC)

	0.01 to 0.02
	38
	4
	0.10526
	0.09758

	0.02 to 0.03
	91
	29
	0.31868
	0.09574

	0.03 to 0.04
	19
	3
	0.15789
	0.16396

	0.04 to 0.05
	99
	33
	0.33333
	0.09286

	0.05 to 0.15
	35
	18
	0.51429
	0.16558

	0.15 to 1.00
	24
	20
	0.83333
	0.14910
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Table 3:
P(no rel | NSRC) vs. P(RC)

	P(RC)
	P(No Rel. | NSRC)

	0.01521
	0.10526

	0.02341
	0.31868

	0.04073
	0.15789

	0.04126
	0.33333

	0.07933
	0.51429

	0.21642
	0.83333
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Discussion

As Wasow hypothesized, it does appear that RCs are predictable, at least to some extent, and that the presence or absence of relativizers in NSRCs varies in relation to the predictability of the RC.  However, it is somewhat troubling that the predicted values are so low.  In order for a speaker or listener to make use of such information, they must somehow be able to detect the difference in environments in which an RC is 2% likely versus 4% likely, assuming that our model is a good model of prediction.

This could be explained by observing that our model found a genuine trend in the relationship between relative clause predictability and the presence or absence of a relativizer, but assuming that humans are much better at detecting the environments in which RCs are more or less likely.  We have shown that the environment is strongly correlated with both the presence of RCs and the presence or lack of relativizers; the actual probability estimates for the buckets, however, may not be representative of the probability estimates that human speakers can achieve.
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		0.03 to 0.04		0.0085814807		0.0085814807

		0.04 to 0.05		0.0052206735		0.0052206735

		0.05 to 0.15		0.0183635835		0.0183635835

		0.15 to 1.00		0.0697256421		0.0697256421
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Graph 1:
Comparison of predicted to actual P(RC)
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P(no rel | NSRC)

		0.01 to 0.02		0.0975775997		0.0975775997

		0.02 to 0.03		0.0957389867		0.0957389867

		0.03 to 0.04		0.1639631634		0.1639631634

		0.04 to 0.05		0.0928607565		0.0928607565

		0.05 to 0.15		0.1655826078		0.1655826078

		0.15 to 1.00		0.1491022518		0.1491022518



P(RC)

Categories

P(No rel | NSRC)

P(No Rel | NSRC) for data in each category
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P(no rel | NSRC) vs. P(RC)
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P(RC)
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P(no rel | NSRC) vs. P(RC)
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All Data

		Categories		Num in Cat		Num with RC		P(RC)		Margin of Error P(RC)		Num NSRC		Num with no Rel		P(no rel | NSRC)		Margin of Error P(no rel | NSRC)

		0.01 to 0.02		16901		257		0.0152062008		0.0018449427		38		4		0.1052631579		0.0975775997

		0.02 to 0.03		13072		306		0.0234088127		0.002591977		91		29		0.3186813187		0.0957389867

		0.03 to 0.04		2038		83		0.0407262022		0.0085814807		19		3		0.1578947368		0.1639631634

		0.04 to 0.05		5575		230		0.0412556054		0.0052206735		99		33		0.3333333333		0.0928607565

		0.05 to 0.15		832		66		0.0793269231		0.0183635835		35		18		0.5142857143		0.1655826078

		0.15 to 1.00		134		29		0.2164179104		0.0697256421		24		20		0.8333333333		0.1491022518

								Had to re-sort the values of P(RC) and P(no rel | NSRC) by P(RC) to create scatter plot)
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								Correlation Coefficient Using all Data and P(no rel | NSRC) vs. P(RC)
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								a-priori P(RC):		0.0251867607





Pretty Format

		Likelihood Categories				Nouns				Margin of Error				Likelihood Categories				NSRC with				Margin of Error

		(probability range)		Nouns		with RC		P(RC)		of P(RC)				(probability range)		NSRC		with No Relativizer		P(No Rel. | NSRC)		of P(No Rel. | NSRC)				P(RC)		P(No Rel. | NSRC)

		0.01 to 0.02		16901		257		0.01521		0.00184				0.01 to 0.02		38		4		0.10526		0.09758				0.01521		0.10526

		0.02 to 0.03		13072		306		0.02341		0.00259				0.02 to 0.03		91		29		0.31868		0.09574				0.02341		0.31868

		0.03 to 0.04		2038		83		0.04073		0.00858				0.03 to 0.04		19		3		0.15789		0.16396				0.04073		0.15789

		0.04 to 0.05		5575		230		0.04126		0.00522				0.04 to 0.05		99		33		0.33333		0.09286				0.04126		0.33333

		0.05 to 0.15		832		66		0.07933		0.01836				0.05 to 0.15		35		18		0.51429		0.16558				0.07933		0.51429

		0.15 to 1.00		134		29		0.21642		0.06973				0.15 to 1.00		24		20		0.83333		0.14910				0.21642		0.83333






