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Abstract

I explored improving the Stanford Parser’s abilities to parse the German language.  My experiments utilize the Negra corpus, building upon internationalization extensions already tailored towards the German language and the specific corpus.  Examining the results of the existing system without modification, I uncovered a significant source of error due to a bug in modeling the POS probabilities for unknown German words.  Upon further experimentation, I was able to make tangible improvements in both tagging accuracy and accuracy of the probabilistic context free grammar parser.
Introduction

Significantly more academic research has been tailored towards statistical natural language processing in English than any other language.  While the majority of the large, tagged corpora available are in English, the number of corpora in other languages has been gradually increasing.  As NLP problems are in no way restricted to English, it is natural to try and apply existing techniques to other languages as these foreign language corpora become available.

The Negra corpus contains 20,602 sentences (355,096 tokens) of German text tagged with part of speech (POS) tags and sentence structure.  The corpus comes in a handful of forms, including one compatible with the Penn Treebank style.  This compatibility lends itself to experiments and systems previously developed for the English Penn Treebank.  While Negra uses a different set of tags due to differences between English and German, most are comparable and need no explanation.

There have been a handful of previous analyses examining how parsing techniques developed for English carry over to other corpora including [Dubey and Keller] and [Levy and Manning].  Dubey and Keller examine applying unlexicalized and lexicalized parsing methods to the German language Negra corpus.  They find that a basic probabilistic context free grammar (PCFG) parser outperforms standard lexicalized models used for English.  They also perform an analysis of the structures of the Negra corpus in comparison to the Penn Treebank, observing that Negra expansions have on average more children than Treebank, producing much flatter trees.  Levy and Manning apply the Stanford Parser to the Chinese Treebank and present a detailed analysis of the differences.  They incorporate their grammatical analysis into modifications to the parser, resulting in improvements in performance.

The Stanford Parser is a statistical NLP parser developed at Stanford University.  Building off the previous work done in implementing the Stanford Parser, I took as a baseline running the Negra corpus through the PCFG parser using the pre-existing set of German language and Negra-specific parameters.  This initial test produced a baseline f-score of 66.42 and a tagging accuracy of 91.75% (these numbers are for the test dataset, though all my development was done using the validation dataset).  Using the same datasets as Dubey and Keller, these initial results were tangibly lower than their baseline (which used the TnT statistical POS tagger).  

Additionally, I examined the top sources of errors for this baseline test.  The most under-proposed rule was NP -> ART NN which failed to be used 98 times.  As almost all German nouns appear with a leading article (denoting the gender, case and plurality) it is a cause for concern that this is the most under-proposed rule.  Intuitively, NP expanding to an article and noun is one of the most common constructs in the language and should be well represented in the training set (and thus over-proposed, if anything).  The likely cause for this deficiency is likely caused by an under representation of one of its two sub-components.  The most under-proposed category was NN, which failed to appear 498 times (roughly once for every 2 test sentences!).  The high number of under-proposed NNs appears as a likely source to this problem causing the inquisitive mind to ask how a failure to identify simple nouns is by far the largest cause of error.  I used this observation as a starting point to look for potential improvements.
Experimental Setup

The 91.75% tagging accuracy observed after running my validation set through the previous configuration of Negra parameters seemed far too low for German.  Features of German words give very strong indications as to the part of speech and therefore should be at least somewhat predictable.  The three types of most commonly unencountered words are verbs, nouns and adjectives in their various forms.  Most instances of other word types would have been seen in the training corpus (there is a fairly limited set of determiners, prepositions and pronouns, for example).  German nouns are notorious for being created by compounding other nouns.  For example, “die Lebensversicherungsverkäufer (Life insurance agent)” is created from compounding three separate nouns: “das Leben (Life)” “die Versicherung (Insurance)” and “der Verkäufer (vendor)”.
  This compounding, along with the natural distribution of words in language, makes it so there are a predictably large number of unknown nouns encountered in the Negra test set.  This abundance is a likely cause of the extraordinarily high rate of missed nouns in the baseline test.
  
German nouns always begin with a capital letter and use a relatively predictable pattern of endings to indicate the plural form.  Words ending in –e such as “die Hunde” (dogs) and those ending in –en such as “die Katzen” (cats) are typically plural forms.  German verbs, on the other hand, are only capitalized in the rare cases that they are sentence initial (only in the imperative or in a question).  This difference in capitalization can significantly mitigate noun-verb ambiguity as is common in English.  For example, the following two simple sentences and their German translations all use the word ‘race’ as both a noun and a verb.  The use of capitalization clearly differentiates in the German case, yet remains ambiguous in English without more understanding of the sentence structure:


We race.  

Wir rennen.


I saw the race.  
Ich sah das Rennen.


Verb conjugations keep a fairly regular set of endings – helping to distinguish between infinitives and various conjugated forms.  German adjectives also follow a distinct pattern of endings (based on case and plurality of the noun they describe).  The combination of these linguist features should make the tags of previously unseen words (particularly nouns) fairly predictable.

The most recent version of the Stanford Parser (1.5.1, May 30, 2006) contained a German-specific version of an unknown word model (edu.stanford.nlp.parser.lexparser.GermanUnknownWordModel).  While the code claimed to model unknown words by keeping track of the first and last three characters of all seen words along with their tags, it contained a bug which assigned probabilities purely based on the baseline tag distribution observed in the training corpus.  I corrected this error and attempted to further improve this model using these specific facts about the German language.  


The original model was set-up such that an unknown word would be given the tag distribution of other words sharing the same first letter and the last three letters.  While this general approach is reasonable based on the previous observations, it has 60*30*30*30 = 1,620,000 potential word classes.
  This number of classes is significant overkill – especially since the entire training and test set includes only 355,096 tokens!  This excess number of classes significantly increases the possibility that any unknown word will not share a pattern with a previously observed word and will need to resort to the baseline tag distribution.  

I attempted a series of methods to counter this explosive number of potential word-classes while at the same time benefiting from the linguistic observations above.  As the most significant fact about the first character of a word is its capitalization (and beyond that there is no obvious link to POS), a natural modification is to either omit the first letter or to only look at the capitalization.  Furthermore, while some German word classes share common longer endings, the most informative parts of the endings are the noun plurality, the verb form or the adjective case (matching a noun).  These endings are most commonly one or two letters, so a three character tail is likely to contribute to sparseness without contributing much information.  Notice that factoring in only the capitalization of the first letter and the last two letters decrease the number of potential word classes down to 2*30*30 = 1800.  The following section details the results of testing on these different modifications, followed by a discussion of errors and a brief comparison to previous work.
Results
	
	Precision
	Recall
	F-Score
	Tagging accuracy

	Baseline (v. 1.5.1)
	64.81
	69.19
	66.42
	91.75

	First + last 3 chars
	65.69
	69.98
	67.27
	92.7

	last 3 chars
	67.21
	71.34
	68.73
	93.48

	FirstCap + last 3 chars
	67.5
	71.75
	69.07
	93.91

	FirstCap + last 2 chars
	68.34
	72.5
	69.87
	94.49



The above table summarizes the results of my experiments with the listed modifications to the GermanUnknownWordModel.  


To simplify comparison, I divided my data in the same way as Dubey and Keller, I took the first 18,602 sentences as my training set, the next 1,000 as validation data and the final 1,000 as test data.  It is worth noting that the exact same trend of constant increases with each of the different additions was observed in the validation data while experimenting – the test set was not used in any way until preparing these final results.


Referring back to the motivating error analysis of the baseline where the expansion NP -> ART NN was under-proposed 98 times and the tagging NN was under-proposed 498 times, it is logical to compare the under-representations of these same tags in the improved models.  The highest performing model (capitalization of first letter plus last two characters) only has NP -> ART NN under-proposed 48 times and NN under-proposed 73 times!  While these are still significant sources of error, their drastic reduction reinforces the legitimacy of the methodology.  

Dubey and Keller tested their results on all sentences with a maximum length of 40, yet my tests as presented were run on sentences with maximum length 30.  I chose to use a smaller maximum length to significantly reduce evaluation time and memory requirements.
   I evaluated the best performing model using a maximum length of 40 in order to compare my results with those presented by Dubey and Keller.  This test obtained a precision of 67.32 (to D&K’s 66.69) and a recall of 71.54 (to D&K’s 70.56).  Their results were presented using the self-contained TnT POS tagger, yet this relatively simple unknown word heuristic combined with the Stanford Parser PCFG implementation managed to exceed their unlexicalized numbers.  The Stanford Parser’s lexicalized model also achieved better performance than any of the lexicalized or unlexicalized models presented by Dubey and Keller, though I will not describe those in detail as my focus was the application to the unlexicalized PCFG.
Conclusions

In the course of this research I examined common errors in the Stanford Parser’s effectiveness on the German language.  My investigation of their sources led me to a bug in GermanUnknownWordModel and exposed an area for potential improvement.  By looking at the classes of unknown words encountered and their characteristics as they relate to part of speech, I came up with a simple yet very effective model giving an absolute 3.45% improvement in f-score.  While training on more data or using a dictionary lookup will likely give even better abilities to assign POS tags to words, unknown words will always come up – especially in a language such as German where nouns can be compounded essentially at will.  More improvements in POS tagging of unknown words could be gained by lexicalization, but my experimentation focused on unlexicalized models.  While lexicalized models generally surpass unlexicalized models in performance, it is important to continue to look for improvements in unlexicalized models as they offer decent performance with better efficiency.
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� I know I have seen Lebensversicherungsverkäufer used as example of German compounding multiple times, though I can not recall the first time and therefore will leave this example without explicit citation.


� German words commonly consist of the 26 letter Latin alphabet plus ä, ö, ü and β.  Words can begin with lower or upper case versions of any of these letters (though as in English, some almost never occur sentence initial).  Note that while the German language is officially phasing out the β, it remains in the Negra corpus.


� I evaluated both lexicalized and unlexicalized models concurrently, greatly increasing the memory overhead.  I did some minor experiments with the lexicalized parser but chose to focus my efforts on the effects of the unknown word modeling on the unlexicalized model.





