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Introduction/Motivation
        
The ability to classify or identify individuals based on their writing is an important problem in machine learning and natural language processing.   Is there a difference in writing style based on gender?  Do individuals under 25 use different punctuation than those 25 or older?  Is it possible to determine someone's political ideologies simply based on keywords?   There are many potential applications in targeted advertising, search, author information and identification.

We examine the problem of identifying bloggers based on features in their blog posts.  Our goal is to identify bloggers' age, gender, and political party.
Data

Data collection was a challenge for this project.  There are no known public corpora for blogs.  Also, we were interested in recent blog data about the upcoming election, and there were no public corpora available for this specific task.  We found 500 blogs online with 10 entries each (or less if the blogger had written less than 10 entries).  We used a variety of different media, the authors’ website, Blogger.com, LiveJournal, Myspace, etc.  We collected blogs with recent entries.  We also hand labeled information that the blogger provided, such as age, gender, and political party.  We confirmed that the self identified political party was correct by reading the blog.

Experimental Method

We used two primary methods of classification for political party, gender, and age.  First, we did classification based on salient features.  We separated our data into a training set and a test set using hold out cross validation.  We generated a feature vector based on the training data, and tested it with the held out test data.  Secondly, we used k-means clustering on the features over the entire data set. 

Classifier Testing and Results – Political Party 


In order to find features based on political party, we generated a list of the most common unigrams, bigrams, and trigrams used in the data.  We then weeded out noninformative n-grams, such as “the”, “a”, or “else.”  To find good features, we computed the probability of each n-gram.  This was determined by calculating the relative frequency of the n-gram by party.  For example, if Republicans used the word “freedom” with the three times as frequently as Democrats used the word, “freedom,” the probability of the writer who uses the word “freedom” being Republican was computed to be 75%.  For simplicity, we only considered the probability of the writer being a member of the majority parties (Republican and Democrat).   

The following is a list of some of the probabilities generated.  We list the probability of the writer being a member of the Republican Party.  The probability that the writer is a member of the Democratic Party= 1- probability that the writer is Republican.

“Hussein” 

Probability Republican: 79%

“Bush”

Probability Republican: 33%

“Clinton”

Probability Republican: 29%

“McCain”

Probability Republican: 48%

“Obama”

Probability Republican: 52%

“Cheney”

Probability Republican: 16%

“Muslims”

Probability Republican: 84%

“Jesus”

Probability Republican: 68%

“God”

Probability Republican: 73%

“liberals”

Probability Republican: 78%

“Liberals”

Probability Republican: 85%

“Republicans”

Probability Republican: 34%

“Saddam Hussein”

Probability Republican: 50%

“President Bush”

Probabiltiy Republican: 52%

“President Obama”

Probability Republican: 70%

“President McCain”

Probability Republican: 94%

“in Iraq”

Probability Republican: 58%

“God bless”

Probability Republican: 72%

“God Bless”

Probability Republican: 54%

“President Barack Obama”

Probability Republican: 83%

“Barack Hussein Obama”

Probability Republican: 93%

“troops in Iraq”

Probability Republican: 23%

We found that there was a significant difference in the words and phrases that Republicans and Democrats used.  

For testing, we used hold out cross validation.  We separated the data into a randomly generated training set and test set, with the training set consisting of 80% of the data and the test set consisting of 20% of the data. We recomputed the feature vector each time with the new probabilities given the training data, and tested it on the held out data set.  

We created a feature vector, using some of the more frequently used and informative features.  Features that had about a 50% probability for Republicans and Democrats were left out, as they were not very informative. Also, because bigrams and trigrams were infrequent, they were not used in the feature vector.  Features, fi, were set to have the probabilities calculated in the training data in the same manner as given above.  Weights, wi, were set to be equal for all features except the unigram, “liberals,” which was given three times the weight of the other features.  This was because of its high frequency of occurrence.  We then summed over all the weights for each feature multiplied by the feature probability to get the probability used by the classifier.
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We classified writers using the test data with a high probability of being a member of the Republican Party (>=49%) as Republican, and those with a low probability of being a member of the Republican Party (<29%) as Democrat.  Those with probabilities in the middle were not classified or classified as “Unknown.”  Using this heuristic, we were able to classify 30-60% of the test set with the remaining 40-70% being classified as “Unknown.”  We were able to achieve fairly high accuracy, 94%, in the best case, and 80% on average.  
The following graph shows the results using hold out cross validation on five randomly generated test and training sets.
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Classifier Testing and Results – Gender 


In order to find features based on gender, we conducted a literature review.  In “Gender, Genre, and Writing Style in Formal Written Texts” by Argamon, Koppel, Fine, and Shimoni, it was found that women use more pronouns and fewer proper nouns than men.  We decided to investigate this as well as other features, such as word and sentence length.  We calculated the relative frequency of the various pronouns for men and women.  For example, if women used the word “myself” three times more frequently than males used the word, “myself,” the probability of the writer who uses the word “myself” being female was computed to be 75%.   We also computed probabilities for average sentence length, average word length, and percentage of proper nouns.  The percentage of proper nouns was calculated by dividing the average number of proper nouns for writers of a given gender by the average number of proper nouns overall.  

The following is a list of some of probabilities generated.  We list the probability of the writer being male.  The probability that the writer is female= 1- probability that the writer is male.

“my” 

Probability Male: 44%

“mine”

Probability Male: 65%

“myself”

Probability Male: 36%

“ours”

Probability Male: 57%

“ourselves”

Probability Male: 38%

“yours”

Probability Male: 71%

“yourself”

Probability Male: 33%

“she”

Probability Male: 37%

“her”

Probability Male: 43%

“husband”

Probability Male: 24%

Average Word Size

Probability Male: 50%

Average Sentence Length

Probability Male: 51%

We found that the probability of proper noun usage was about 50% for both genders.  We also tested a number of pronouns, not listed above, and found that their probabilities were 50% for both genders.  However, we did find a difference in several pronouns listed above.  The pronouns, “mine”, “ours”, and “yours” were more likely to be written by males.  These words all signify ownership.  The pronouns, “my”, “myself”, “ourselves”, “yourself”, “she”, and “her” were more likely to be written by females.  Women were more likely to use words containing “selves” or “self”.  It is important to note that we had fewer females than males in our data set.

 
For testing, we used hold out cross validation.  We separated the data into a randomly generated training set and test set, with the training set consisting of 80% of the data and the test set consisting of 20% of the data. We recomputed the feature vector each time given the training data, and tested it on the held out data set.  
We created a feature vector, using some of the more frequently used and informative features.  Features that had about 50% probability of being written by either gender were not included.

Again, features, fi, were set to have the probabilities calculated in the training data in the same manner as given above.  Weights, wi, were set to be equal for all features.  We then summed over all the weights for each feature multiplied by the feature probability to get the probability used by the classifier.
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We then classified writers with a high probability of being male (>=50%) as male, and those with a low probability of being male (<29%) as female.  Those with probabilities in the middle were not classified or classified as “Unknown.” Using this heuristic, we were able to classify 30-60% of the test set with the remaining 40-70% being classified as “Unknown.”  We were able to achieve accuracy of 78% in the best case and 75% on average. This was slightly worse than our accuracy for political party classification.
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The following graph shows the results using hold out cross validation on five randomly generated test and training sets.
Classifier Testing and Results – Age


In order to find features based on age, we decided to use average word length, average sentence length, percentage of proper nouns, and punctuation. We also computed probabilities for average sentence length, average word length, punctuation, and percentage of proper nouns in the same manner as given before.

The following is a list of some of probabilities generated.  We list the probability of the writer being 25 or older.  The probability that the writer is under 25= 1- probability that the writer is 25 or older.

Average Word Size

Probability 25 or Older: 53%

Average Sentence Length

Probability 25 or Older: 55%

Percentage of Proper Nouns

Probability 25 or Older: 59%

Percentage of Exclamation Marks 

Probability 25 or Older: 59%

We found that the probability of proper noun usage, average sentence length, and average word size was slightly higher for people 25 or older.  It was surprising that people 25 or older were slightly more likely to use exclamation marks.  It is important to note that we had far fewer people under 25 than 25 or older in our data set.

 
For testing, we used hold out cross validation.  We separated the data into a randomly generated training set and test set, with the training set consisting of 80% of the data and the test set consisting of 20% of the data. We recomputed the feature vector each time given the training data, and tested it on the held out data set.  
We created a feature vector, using some of the more frequently used and informative features.  Again, features, fi, were set to have the probabilities of either 75% (if it was more probable for people 25 or older) or 25% (if it was more probable for people under 25).  We did not use the calculated probabilities because the difference between age groups was so slight.   Weights were set through trial and error based on the training data.  We then summed over all the weights for each feature multiplied by the feature probability to get the probability used by the classifier.


[image: image3.wmf]
Using the test data set, we then classified writers with a high probability of being 25 or older (>=35%) as 25 or older, and those with a low probability of being under 25 (<35%) as under 25. Using this heuristic, we were able to classify 100% of the test set.  Our accuracy numbers for age classification gave worse results than for gender or political party classification.  We were able to achieve accuracy of 70% in the best case and 68% on average.
The following graph shows the results using hold out cross validation on five randomly generated test and training sets.
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K-Means Testing and Results


After testing the classifier explained above, we decided to classify author’s political party, gender, and age based on their blogs using the K-means clustering algorithm.  In order to have data to provide the algorithm, we created a text file of all the features used in the classifier model.  These features include the average word counts of “Hussein,” “Bush,” “Clinton,” “Cheney,” “Muslims,” “Jesus,” “God,” “liberals,” “Liberals,” “Republicans,” “my,” “mine,” “myself,” “ours,” “ourselves,” “yours,” “yourself,” “she,” “her,” and “husband,” average word size, average sentence length, and percentage of proper nouns.  We also included the author’s age or 0 for unknown, the author’s gender (0 for male, 1 for unknown, and 2 for female), and the author’s political party affiliation (0 for Democrat, 1 for unknown or other, and 2 for Republican).


Matlab was used for this part of the assignment because the kmeans function is built directly into the statistics toolbox.  This function kmeans takes in two parameters X and k where X is the input matrix and k is the number of clusters desired.  The kmeans function then partitions these points in the X matrix into k clusters.  There are two important outputs to consider IDX and C where IDX is a vector containing the cluster indices of each point in X and C is a matrix of the cluster centroid locations.  

The kmeans function has other parameters that can be changed, such as the distance metric, the maximum number of iterations, and the method used to pick the initial cluster centroids.  The default distance metric is squared Euclidean, but because our parameters were very small, this did not penalize as much for small distance changes.  Instead, we decided to use cityblock, the sum of the absolute differences, which penalizes more than squared Euclidean for very small changes.  We also increased the maximum number of iterations from 100 to 10,000 because the algorithm required more iterations to converge.  

K-Means Results- Political Party
The political parties in our dataset included Democrat, Republican, other (like Independent), or unknown.  We classified our data based on the feature vectors into two clusters that represented Democrats and Republicans.  As mentioned above, one of the parameters to the K-means algorithm is the method used to pick the initial cluster centroids.  We saw in our testing that the clustering was very different each time we ran our code based on the initial cluster centroids.  The default for the initial centroids is random so we decided to first compute the mean feature vector of all the authors classified as Democrats and the mean feature vector of all the Republicans. We then used these two cluster centroids as the initial centroids to the K-means clustering algorithm.  

In order to determine our accuracy, we summed the number of people classified correctly as Democrats and the number of people classified correctly as Republicans and divided by the total number of people labeled as Democrat or Republican.  We had a total of 213 Democrats and 190 Republicans giving us a total of 403 labeled with political party.  For the classifier algorithm, we only used the words counts of “Hussein,” “Bush,” “Clinton,” “Cheney,” “Muslims,” “Jesus,” “God,” “liberals,” “Liberals,” and “Republicans” to differentiate between Democrats or Republicans.  Using the K-means algorithm, we tried a few different subsets of the original features to test our accuracy.  

At first, we used all of the features and we obtained 116 labeled correctly as Democrat and 86 labeled correctly as Republican with a total accuracy of 50.12%.  We then tried all of the word count features excluding average word size, average sentence length, and percentage of proper nouns and we achieved 96 correctly labeled as Democrat and 133 correctly labeled as Republican with a total accuracy of 56.82%.  In our final test, we used only the features used in the classifier model and we attained our best results.  We found 111 Democrats labeled correctly and 148 Republicans with a total accuracy of 64.27%.
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The following is a plot of two of the most important features used to differentiate between Democrats and Republicans in the case of using only the features used in the classifier model.  

The graph shows the Democrats in blue, Republicans in red, and others and unknowns in green.  The points placed in cluster 1 have circles and in cluster 2 have stars.  One can see that most of the Democrats are labeled with circles and most of the Republicans are labeled with stars.  Keep in mind that in order to display this plot, we only chose 2 of the 10 features used to cluster the points.  Therefore, there is more data differentiating Democrats and Republicans than what is seen on the graph.

K-Means Results- Gender

For the data in our dataset that were not labeled male or female, we labeled them as unknowns.   We classified our data based on the feature vectors into two clusters that represented males and females.  Similar to what we did for political party, we initialized the cluster centroids as the means of the males and of the females.   

In order to determine our accuracy, we summed the number of people classified correctly as males and the number of people classified correctly as females and divided by the total number of people labeled as male or female.  We had a total of 301 males and 114 females giving us a total of 415 labeled with gender.  For the classifier algorithm, we only used the words counts of “my,” “mine,” “myself,” “ours,” “ourselves,” “yours,” “yourself,” “she,” “her,” and “husband” to differentiate between males and females.  Using the K-means algorithm, we tried a few different subsets of the original features to test our accuracy.  

At first, we used all of the features and we obtained 78 labeled correctly as male and 14 labeled correctly as female with a total accuracy of 51.4%.  We then tried all of the word count features excluding average word size, average sentence length, and percentage of proper nouns and we achieved 207 correctly labeled as male and 45 correctly labeled as female with a total accuracy of 60.72%.  In our final test, we used only the features used in the classifier model and we attained our best results.  We found 212 males labeled correctly and 45 females with a total accuracy of 61.93%.

The following is a plot of two of the most important features used to differentiate between males and females in the case of using only the features used in the classifier model. 

The graph shows the males in blue, females in red, and unknowns in green.  The points placed in cluster 1 have circles and in cluster 2 have stars.  One can see that most of the males are labeled with circles and most of the females are labeled with stars.  Keep in mind that in order to display this plot, we only chose 2 of the 10 features used to cluster the points.  Therefore, there is more data differentiating males and females that what is seen on the graph.  One of the problems that we faced in discriminating gender is that we had only had about a quarter of our total labeled data tagged as female.
K-Means Results- Age
For the data in our dataset that were not labeled with age, we labeled them as unknowns.   We classified our data based on the feature vectors into two clusters that represented greater than or equal to a certain age and less than a certain age.  We tried tests on different age boundaries.  Similar to what we did for political party and gender, we initialized the cluster centroids as the means of these two groups.   

In the explanation, let’s assume the boundary age is 25.  In order to determine our accuracy, we summed the number of people classified correctly as 25 or older and the number of people classified correctly as younger than 25 and divided by the total number of people labeled with an age.  We only had a total of 179 blogs labeled with age.   For the classifier algorithm, we only used average word size, average sentence length, and percentage of proper nouns to differentiate between these two age groups.  Using the K-means algorithm, we tried a few different subsets of the original features to test our accuracy.  

At first, we used all of the features and we obtained 78 labeled correctly as 25 or older and 14 labeled correctly as younger than 25 with a total accuracy of 51.4%.  In our next test, we used only the features used in the classifier model and we also obtained 78 labeled correctly as 25 or older and 14 labeled correctly as younger than 25 with a total accuracy of 51.4%.  We then tried again with the boundary age being 35 and we attained our best results.  We found 48 labeled correctly as 35 or older and 54 labeled correctly as younger than 35 with a total accuracy of 56.98%.   One of the problems we faced in discriminating between ages is that we had so few blogs with the age labeled.  We did not create a cluster plot for age due to the lack of labeled data and inaccurate results.

Conclusion


In our final project, we considered the problem of identifying authors’ political party, gender, and age based on their blog posts.  Initially, we examined features that seemed to be informative in discriminating political party, gender, and age.  We found that average word counts of “Hussein,” “Bush,” “Clinton,” “Cheney,” “Muslims,” “Jesus,” “God,” “liberals,” “Liberals,” “Republicans,” “my,” “mine,” “myself,” “ours,” “ourselves,” “yours,” “yourself,” “she,” “her,” and “husband,” average word size, average sentence length, and percentage of proper nouns could tell us the characteristics of the author we were looking for.  Using hold out cross validation with the feature classifier we achieved our best results on political party with 94% in the best case and 80% on average.  

In our second method, using the K-means clustering algorithm, we also achieved our best results on political party with 64%.  One of the problems that we have in using K-means with our dataset is many of our features are zero when an author does not use one of our “informative” words.  With more data, we could have less zeros and better accuracy with K-means.  

This project shows that you can identify characteristics of a writer based on their style of writing and the words they use.
Future Work


It would be interesting to complete this project on a larger scale.  Given a larger database of political blogs, we could generalize our results.  Along with more data, it would be interesting to use a greater number of features.  In addition, with a larger feature set, we would likely be able to improve accuracy.  In our project, we used to trial and error to best fit our feature weights to the training data.  It would be interesting to develop an algorithm to automatically generate feature weights, which minimize the error.  Another interesting test would be to try this methodology in another domain, such as sports or entertainment blogs, or even email messages.  We could try other classification algorithms, such as linear and logistic regression, or use the SVM algorithm. Another extension of the project would be to classify users based on other information, such as geographic location, writing style, political candidate endorsements, etc.
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