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Abstract

A good conversation requires balance — be-
tween simplicity and detail; staying on topic
and changing it; asking questions and an-
swering them. Although dialogue agents are
commonly evaluated via human judgments
of overall quality, the relationship between
quality and these individual factors is less
well-studied. In this work, we examine two
controllable neural text generation methods,
conditional training and weighted decoding,
in order to control four important attributes
for chitchat dialogue: repetition, specificity,
response-relatedness and question-asking. We
conduct a large-scale human evaluation to
measure the effect of these control parame-
ters on multi-turn interactive conversations on
the PersonaChat task. We provide a detailed
analysis of their relationship to high-level as-
pects of conversation, and show that by con-
trolling combinations of these variables our
models obtain clear improvements in human
quality judgments.

1 Introduction

Neural generation models for dialogue, despite
their ubiquity in current research, are still poorly
understood. Well known problems, such as the
genericness and repetitiveness of responses (Ser-
ban et al., 2016a), remain without a de facto solu-
tion. Strikingly, the factors that determine human
judgments of overall conversation quality are al-
most entirely unexplored. Most works have been
limited to the next utterance prediction problem,
whereas a multi-turn evaluation is necessary to
evaluate the quality of a full conversation.

In this work we both (i) conduct a large-scale
study to identify the fine-grained factors governing
human judgments of full conversations, and (ii)
develop models that apply our findings in practice,
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Figure 1: We manipulate four low-level attributes and
measure their effect on human judgments of individual
conversational aspects, as well as overall quality.

leading to state-of-the-art performance. Specifi-
cally, we identify and study eight aspects of con-
versation that can be measured by human judg-
ments, while varying four types of low-level at-
tributes that can be algorithmically controlled in
neural models; see Figure 1. To control the low-
level model attributes, we consider two simple but
general algorithms: conditional training, in which
the neural model is conditioned on additional con-
trol features, and weighted decoding, in which
control features are added to the decoding scoring
function at test time only.

One major result of our findings is that existing
work has ignored the importance of conversational
flow, as standard models (i) repeat or contradict
previous statements, (ii) fail to balance specificity
with genericness, and (iii) fail to balance asking
questions with other dialogue acts. Conducting
experiments on the PersonaChat task (Zhang et al.,
2018b), we obtain significantly higher engaging-
ness scores than the baseline by optimizing con-
trol of repetition, specificity and question-asking
over multiple turns. Using these findings, our best
model matches the performance of the winning en-
try in the recent NeurIPS ConvAlI2 competition
(Dinan et al., 2019), which was trained on much



more data but had no control (see Section 8.1)Controllable neural text generation Re-
Our code, pretrained models, and full chatlogs, arsearchers have proposed several approaches to

available athttps://parl.ai/projects/ control aspects of RNN-based natural language

controllable_dialogue . generation such as sentiment, length, speaker
style and tense (Fan et al., 2018; Ficler and

2 Related Work Goldberg, 2017; Ghazvininejad et al., 2017; Hu

) ] o ) et al., 2017; Kikuchi et al., 2016; Peng et al.,
Dialogue Dialogue evaluation is relatively well 544g. Wang et al., 2017). In particular, several

understood in goal-oriented tasks, where aUtO\'/vorks use control to tackle the same common

mated approaches can be coded by measuring tagkq,ence-to-sequence problems we address here
completion (Bordes et al.,, 2017; El Asri et al., (harticularly genericness and unrelated output),
2017; Hastie, 2012; Henderson et al., 2014; WeRy, yhe context of single-turn response generation
et al., 2017). Task success combined with diatganetj et al., 2018; Li et al., 2016a, 2017a; Shen

logue cost can be linked to human judgments likg,; al., 2017: Xing et al., 2017: Zhang et al., 2018a:
user satisfaction via the PARADISE framework 7,4, et al. 2017). By contrast, we focus on

(Walker etal., 1997). _ ~ developing controls for, and human evaluation of,
However in chitchat tasks, which we study in myjti-turn interactive dialogue — this includes a
this work, automatic metrics and their relation t0ey method (described in Section 5) to control

human ratings are less well-understood. Whileytriputes at thedialogue level rather than the
word-overlap metrics are effective for question- erance level.

answering and machine translation, for dialogue this work, we require a control method that
they have little to no correlation with human judg- ;5 poih general-purpose (one technique to simul-

ments (Liu et al., 2016; Novikova et al., 2017) —anaqsly control many attributes) and easily tun-
this is due to the open-ended nature of dialogue;pe (the control setting is adjustable after train-

There are more recent attempts to nd better autoy, ) Gijven these constraints, we study two control

mgtic approaches, such as .adversariql evaluatiqfiethods: conditional training (variants of which
(Li et al., 2017b) and learning a scoring modelp 5y e peen described by Fan et al. (2018); Kikuchi
(Lowe et al., 2017), but their value is still unclear. et al. (2016); Peng et al. (2018)) and weighted de-
Nevertheless, a number of studies only use ausogding (described by Ghazvininejad et al. (2017)
tomatic metrics, with no hgman st_udy atall (Lowe 5 5 general technique, and by Baheti et al. (2018)
et al., 2015; Parthasarathi and Pineau, 2018; Sefy control response-relatedness). To our knowl-
ban et al., 2016b). Other works do use humanyqge, this work is the rst to systematically com-

evaluations (Dinan et al., 2018; Li et al., 2016a,b;Ioare the effectiveness of two general-purpose con-
Venkatesh et al., 2017; Vinyals and Le, 2015}io| methods across several attributes.

Zhang et al., 2018b), typically reporting just one
type of judgment (either quality or appropriate-3 The PersonaChat dataset
ness) via a Likert scale or pairwise comparison.
Most of those works only consider single turnPersonaChat (Zhang et al., 2018b) is a chitchat
evaluations, often with a shortened dialogue hisdialogue task involving two participants (two hu-
tory, rather than full multi-turn dialogue. mans or a human and a bot). Each participant is
A more comprehensive evaluation strategy hagiven apersona— a short collection of personal
been studied within the scope of the Alexa prizetraits such aém left handedor My favorite season
(Venkatesh et al., 2017; Guo et al., 2018) by comis spring— and are instructed to get to know each
bining multiple automatic metrics designed to cap-other by chatting naturally using their designated
ture various conversational aspects (engagemergersonas, for 6-8 turns. The training set contains
coherence, domain coverage, conversational dep8039 conversations and 955 personas, collected
and topical diversity). Though these aspects haveia crowdworkers, plus 1000 conversations and
some similarity to the aspects studied here, we alsb00 personas for validation, and a similar number
focus on lower-level aspects (e.g. avoiding repetiin the hidden test set. The PersonaChat task was
tion, uency), to understand how they correspondthe subject of the NeurlPS 2018 ConvAl2 Chal-
to both our controllable attributes, and to overalllenge (Dinan et al., 2019), in which competitors
quality judgments. were rst evaluated with respect to automatic met-
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rics (perplexity, hits@1 and F1 score), and thergenerally good at detecting when to ask a ques-
with respect to human judgment via the questiortion. In particular, this is easier than the alterna-
“How much did you enjoy talking to this user?” tive: developing a separate process to decide, for

on a scale of 1-4. each utterance, whether to ask a question.
) In this section, we describe the two methods
4 Baseline model — which we call Conditional Training (CT) and

Our baseline model is a 2-layer LSTM sequenceYVeighted Decoding (WD) —that we use to control
attributes of the output at the dialogue level.

to-sequence model with attention. On any dia-
logue turn, the inpux to the encoder is the entire 5 1 Congditional Training (CT)
dialogue history (separated using unique speaker-

r " - . :
identifying tokens), with the model's own personaCondmon‘rJII Training (Fan et al., .2018’ Kikuchi
" o et al., 2016; Peng et al.,, 2018) is a method to
prepended. Conditioned on this input sequenc :
earn a sequence-to-sequence moBéyjx;z),

X, the decoder generates a respogse Except ) . .
9 A b where z is a discretecontrol variable If the

when stated otherwise, all our models decode us- . : .
. . . control attribute is naturally continuous (for ex-
ing beam search with beam size 20.

We initialized the word embedding matrix with ?errs]plc?n?eOrl;av'z/eoéﬁ,(ersesse\:\l/zvsgssrz ?s:e(::\fgﬁcind
300-dimensional GloVe embeddings (Pennington P ’ P

et al., 2014). Using the ParlAl framework (Miller eteql ranges. For a binary attribute "k.e. question-
et al., 2017), we pretrained the model on a datas&skmg’z. repres_ents an overall probability (as ex-
of 2.5 million Twitter message-response pdirs, plained N Section 5). .

then ne-tuned it on PersonaChat. On the Per- To train a CT model, we rst automatically an-

sonaChat validation set, the baseline model has %ﬁ:ﬁ;[ﬁtivvitrfv)\(/;syg t%aérol:trt'gle (;ge:'g;r;?nsﬁtewxget?ﬁer
perplexity of 26.83 and F1 of 17.02, which would Pl

have placed us 4th out of 26 models in the conY contains a guestion mark)._ During training,
VvAI2 competition (Dinan et al., 2019). We attemptfor each example we determine the correspond-

. . . . ing z value (for continuous attributes, this sim-
to improve over this baseline using control. T
ply means sorting into the correct bucket; for

5 Controllable text generation methods question-asking, see Section 6.4). Next, the con-
trol variablez is represented via an embedding
Suppose we have a sequence-to-sequence modehch of the possible values pfhas its own em-
which givesP(yjx) = (P(yidX;y1;:::;¥t 1), bedding). For all our experiments, the embedding
the conditional probability of a response(the s of length 10; this was determined via hyperpa-
model's next utterance) given inpui(the context, rameter tuning. There are several possible ways
which in our case includes the model's own per-tg condition the sequence-to-sequence model on
sona and the dialogue history). — for example, append to the end of the input
Contrary to most previous work, which con- sequence, or useas the START symbol for the
trols at the sentence levyelve wish to control at-  decoder. We nd it most effective to concatenate
tributes of the outpuy at the dialogue level- 7 to the decoder's input on every stéjastly, the

meaning that a single control setting is used for &&T model learns to producg = yi;:::;yr by
whole dialogue. For example, to control question-pptimizing the cross-entropy loss:

asking, we provide a control setting at the begin- T
ning of each dialogue (e.@0% questionsr 70% losser = 1 logP (ViX: Z:y1:: 2 Ve 1)
question} rather than providing a control setting T e

for e?ch Ut\ﬁzﬁn&? (egis a ci]uet;nonor Isnt a ‘ Our CT models are initialized with the parameters
question. Wi IS approach, e Sequence-10-¢,, the baseline sequence-to-sequence model

sequence model is able to choose what value thlg (yix) (the new decoder parameters are initial-

controlled attribute should take for any partlcularizecl with small random values), then ne-tuned to

utterance, but we are able to choose the overall disdptimize losgr on the PersonaChat training set

tribution. We nd that this approach works well until convergence of logs on the validation set.
— for example, the sequence-to-sequence modells =~

- 2To build a CT modeP (yjx; z1;:::;zn) conditioned on
1The Twitter dataset is provided in ParlAl; details can be multiple controlsfz;::::;z, g, we can simply concatenate
found herehttps://parl.ai/docs/tasks.html multiple control embeddings to the decoder inputs.



5.2 Weighted Decoding (WD) 6.1 Repetition

Weighted Decoding (Ghazvininejad et al., 2017)Our baseline model exhibits three types of rep-
is a decoding method that increases or decreasetition, which we callexternal repetition(self-
the probability of words with certain features. Therepetition across utteranceshternal repetition
technique is applied only at test time, requiring no(self-repetition within utterances), angartner
change to the training method. A limitation of WD repetition(repeating the conversational partner).
is that the controllable attribute must be de ned To control repetition with weighted decod-
at the word-level; any desired utterance-level ating,> we dene ve n-gram based decoding
tribute must be rede ned via word-level features. features (see Appendix D). Three of these
In weighted decoding, on th& step of decod- features éxtrep _bigram , intrep _bigram and
ing, a partial hypothesig«; = y1;:::;y; 1isex- partnerrep _bigram ) identify repeating bigrams
panded by computing the score for each possibléor the three repetition types. The other two

next wordw in the vocabulary: features éxtrep _unigram andintrep _unigram )
identify repeating content words. By applying a
sScorg¢w; y«t ; X) = score{&« i X) negative weight to these features, we can reduce

repetition. In particular, if the weight id , our

method is equivalent t-gram blockingas de-

scribed by Kulikov et al. (2018). We observe that

Here,log Pran(Wjy<t ; X) is the log-probability of — repetition control is very important, thus all further

the wordw calculated by the RNN, scane ;X)  control experiments include repetition control.

is the accumulated score of the already-generated o

words in the hypothesiy<;, and f;(w;y<« ;X) 6.2 Speci city

aredecoding featurewith associated weights;.  Like many sequence-to-sequence models using

There can be multiple featurés (to control mul- beam search decoding, our baseline frequently

tiple attributes), and the weights; are hyperpa- asks generic questions suchvilbat music do you

rameters to be chosen. like? and gives dull, unspeci c responses, such as
A decoding featuré; (w; y< ; X) assigns a real | like all kinds of music

value to the wordv, in the context of the text gen- ~ We control speci city using Normalized Inverse

erated so fay<; and the contexk. The feature Document Frequency (NIDF) as a measure of

can be continuous (e.g. the unigram probability oword rarenes8.The Inverse Document Frequency

w), discrete (e.g. the length of in characters), of a wordw is IDF(w) = log( R=cy) whereR

or binary (e.g. whethew starts with the same is the number of responses in the dataset, @nd

letter as the last word ig ). A positive weight is the number of those responses that conain

w; increases the probability of wordsthat score  Normalized IDF (which ranges from 0 to 1) is

highly with respect tdfj; a negative weight de-

creases their probability. NIDF(w) =
Note that weighted decoding and conditional

training can be applied simultaneously (i.e. trainwheremin _idf andmaxidf are the minimum and

a CT model then apply WD at test time) — a strat-maximum IDFs, taken over all words in the vo-

+10g Pran(WjY<t ; X) + Wi fi(w;y< ;X):
i

IDF(w)  min _idf
max_idf min _idf

(1)

egy we use in our experiments. cabulary. To control speci city with weighted de-
_ _ _ coding, we use NIDF as a decoding feature. As
6 Controlling conversational attributes shown in Table 1, this method produces reason-

In this section. we describe how we use condi-able outputs when the feature weight is within a

tional training and weighted decoding to control CE/ain range, but at the extremes the outputs are
four attributes: repetition, speci city, response- 3we also tried controlling repetition with conditional
relatedness and question-asking. We evaluate tHgining, de ningz as the (bucketed) maximum ROUGE-L
effectiveness of both control methods via auto_preusnon between the resporyseand the bot's previous ut-

) X i X terances. However, this method was unsuccessful because
matic metrics (i.e., measuring how well the at-there are not enough repetitive examples in the training data
tribute was controlled) and use our ndings to Se_for the model to learn the control. Experimenting with data
| | hod ’ d | . b augmentation to solve this problem is an area for future work.
ect control methods and control settings to be ex- “Note that our NIDF speci city features are similar to the

plored further via human evaluation (Section 8). NIRF and NIWF features used by Zhang et al. (2018a).



Input: Yes, I'm studying law at the moment Input: Do you go get coffee often

Baseline ResponseThat sounds like a lot of fun! Baseline Responset do, when | am not playing the piano.
Wt NIDF  Weighted Decoding Response Wt Sim Weighted Decoding Response
-5.0 0.6% Oh..oooviiiiiiiiiicciecs -10.0 -0.05 | am a musician.
0.0 17.1% That sounds like a lot of fun! 0.0 -0.02 |do, when | am not playing the piano.
3.0 18.3% That sounds like a lot of fun. How 5.0 0.40 |do, usually at starbucks.

long have you been studying? 8.0 0.59 Not usually, especially when you drink latte.
7.0 38.5% | majored in practising my 11.0 0.72 Not often, usually with drinks,

spiritual full time philosophy test espresso, latte, tea, etc.

10.0 71.9% Ohwow! Merna jean isa painoyi
hao hui bu acara sya gil& . .]

Table 2: Example of controlling response-relatedness

z NIDF  Conditional Training Response . L . . . .

0 16.8% Sounds like you are a great person! _((_:osme §|m|Iar|ty to input) via ngghted decodmg._ Pos-
2 18.3% So you are a law student? itive weights (e.g. 5.0) can yield more on-topic re-
4 18.4% That sounds like a lot of fun sponses, but higher weights (e.g. 11.0) can result in
6 22.8% That sounds like a rewarding job! nonsensical lists of topically related words.

8 24.4% That sounds like a rewarding career!

Table 1: Middle: Example of controlling specicity weighted average of the GloVe embeddings of the
(NIDF) via weighted decoding. At the extremes, thewords ins, with the rst principal component pro-
model produces only the most rare or the most comjected out; for full details, see Arora et al. (2017).
mon tokens. Bottom: Example of controlling speci- This method of controlling response-relatedness is
city via conditional training. This gives a narrower . i to that described in (Baheti et al., 2018).
NIDF range, but all the responses are appropriate. We nd that weighted decoding is effective to con-
trol the semantic relatedness of the model's re-
nonsensical. The boundary for nonsensical outpusponse to the partner's last utterance (see Table 2).

differs from example to example. As before, we nd that extreme weights lead to
To control speci city with conditional training, nonsensical output.
we de ne the speci city of an utteranceg to be To control response-relatedness with condi-

the mean NIDF of the words in. Thus our con- tional training, we try de ning the control vari-
trol variablez is mean NIDF (discretized into 10 ablez to becos sim (sent _emb(y);sent _emi(")),
equal-sized buckets). As shown in Table 1, thighe overall cosine similarity between the partner's
method gives outputs with a narrower NIDF rangeJast utterancé and the model's respongg(again,
but overall produces less nonsensical outputs.  we discretizez). However, we nd this method in-
effective — the CT model learns only a very weak
6.3 Response-relatedness connection betweem and the semantic related-
In conversation, it's generally desirable to produceness of the output (see Section 7 for more details).
aresponse that is related to the partner's last utter-
ance; for example if the partner sayly grandfa-
ther died last monthit is appropriate to saym so  Considerate chitchat requires a reciprocal asking
sorry. Were you close to your grandfathefdw-  and answering of questions — asking too few or too
ever, our baseline model frequently responds withmany can appear self-centered or nosy. We control
unrelated utterances lik2o you have any pets?  question-asking in order to study these trade-offs.
To control response-relatedness with weighted To control question-asking with weighted de-

Question-asking

decoding, we use the decoding featuss rel : coding, we use the binary decoding feature
is _gn_word (W), which is equal to 1 if and only
resp _rel (W;Yy<t;X) = if the wordw is in a pre-de ned list of interrog-

cos _sim (word _emb(W); sent _emi(")) ative words fiow, what, when, where, which, who,
whom, whose, why)?We nd this is a somewhat
whereword _emb(w) is the GloVe embedding for effective method to encourage or discourage ques-
the wordw, sent _emb(") is the sentence embed- tions, but with unintended side-effects: a negative
ding for the partner's last utteranténote’ is part weight can discourage valid non-question utter-
of the contexix), andcos _sim is the cosine simi- ances that happen to contain interrogative words
larity between the two. In particular, the sentencgsuch ad'm learning how to knit) and a positive
embeddingsent _emb(s) for an utterances is a  weight can result in degenerate utterances (such as



For controlling question-asking, conditional
training is preferable to weighted decoding for two
reasons. Firstly, it allows us to achieve (close to)
0% questions, 100% questions, or anything in be-
tween, without introducing the risk of degenerate
output. Secondly, presence-of-a-question-mark
captures the true attribute of interest (question-
asking) more exactly and directly than presence of
interrogative words. For these reasons, only the
CT method is considered in the human evaluation.

Figure 2: Controlling question-asking via Conditional /  Comparison of control methods

Training (CT). See Appendix F for exact numbers. The previous section shows that conditional train-

ing and weighted decoding are both useful tech-
What???2???2Dr Who? When? How? niques, with different strengths and weaknesses.

For conditional training, we regard an utterance 11€ Primary disadvantage of conditional train-
y as containing a question if and only yf con- ing is that it sometimes falls_ to learn the connec-
tains a question mark. We train our CT modejtion between the control variabieand the target

on a control variable with 11 possible values: ©UtPUty. In practice, we nd the model can learn
h simple attributes of the output (such as the pres-

to control question-asking at the distributional, di-€Nce of “?', and overall genericness), but not re-
alogue level, rather than at the binary, utterancd?tionships between the input and output (such as
level. Thus the setting = i means that the model Semantic relatedness). By contrast, weighted de-
should produce, on average, utterances contaiffding can force the desired feature to appear in
ing *?' with probability i=10. During training the output' by raising the_ weight arpnranly high
we randomly assigh examples to buckets such thfhough this may have unintended side-effects).
each bucket is trained on examples with the cor- 1€ primary disadvantage of weighted decod-
rect proportion of questions<10), and all buckets N9 IS that it risks going off-distribution when
have the same amount of training examples. e Weight is too strong. By contrast, condi-

We nd that conditional training is effective to tional training produces mostly well-formed, in-

control question-asking — as shown in Figure 2’dlstrlbutlon outputs. This highlights the impor-

by increasingz from 0 to 10, we obtain a range tance of learned control — it is safer to learn to

of question-asking rates from 1.40% to 97.72%.produce output that both satis es the control vari-

However, when we introduce repetition control,able andtls aptproptrrl]ate, thtanl to "’?“Ej the iec;?d:lr]g
guestion-asking is reduced — in particular, #e process to safisfy the control variable, potentially

10setting (which should produce 100% questions)tr‘r"((_jl)'T]g off app(;oprlgtengssl w:jthe fr(écess. _ _
now only produces 79.67% questions. The pri- ther considerations include: (1) Convenience:

mary problem is the weighted decoding featuregondg!onaétralnll?gbriq_U|rels retraltnltng;t \:Ye'ghte;
extrep _bigram , which discourages bigrams that ecoding doesn't, but is slower at test time. (2)

have appeared in previous utterances — this pré?ata availability: conditional training requires

vents the model from producing bigramsthatcom-tram'ng examples of the controllable attribute,

monly occur in many questions, such ds you whereas Welghted. decoding can control any com-
andwhat is To x this, we introduce an extra putgble featu_re_: without requiring e_xamples. (3)
settingz = 10 (boost) in which we do not use Attlrlbute de nlltlon:I cor?gltlonakl)tralrr:mg can Eon(;.

the featureextrep _bigram for weighted decoding trol sentence-level attributes, but they must be dis-

during beam search, but we do use it to rerank thgretg'l BX fcontrast,bwelghted diCOdmg. requires
candidates after beam search. This setting, whiclfOrd-leve eatures, but they can be continuous.

alloyvs th_e model fto produce necessary questl_org Human evaluation results

asking bigrams, yields a 99.54% question-asking

rate, at the cost of slightly increased external bidn order to study the effect of our controllable at-
gram repetition (see Appendix F). tributes, we conduct a large-scale human evalua-



tion of 28 model con gurations (see Appendix E), engagingness improvements over the greedy and
plus human-human conversations for comparisorbeam-search baseline models. In particular, we
_ nd that controlling for multi-turn (self) repetition
Approach In-our evaluat_lon, a_ crowdworker is important and should be incorporated alongside
chats with a model (or in the_ human—humanother attribute control methods. We found no im-
case, another crowdworker) for six conversatlonabrovement by controlling response-relatedness.

:_urns, thh.e:: ansr\]/verstelghdt_f;nulnpt)Ie-chOfe ?ues— To better understand these overall engagingness
lons which €ach capture different aspects o Con|'mprovements, we consider the full set of human

versational quality: avoiding repetition, 'mereSt'judgments, shown in Figure 4. We nd that re-

INgNess, making sense, uency, I.|sten|ng, INQUISI- ucing repetition leads to improvements across all
tiveness, humanness and engagingness. The ei

. . : r aspects of conversational quality. Increasing
guestions are Likert questions on a 1-4 scale

h higher is bettdr. T h the ConvAI2 $peci city shows improvements in interestingness
where higher is better. To maich the Conv and listening ability over the repetition-controlled

t(_:hall_eng(;,_ vt\:ethalso ad(cj:l a ;l)(ers_ona Let;'etval Cllue:b'aseline, while increasing question-asking shows
on, In which the crowdworker 15 asked to se'ec improvements in inquisitiveness and interesting-

which of two possible personas was the mOdelsness over the repetition-controlled baseline.

persona. For full details of the evaluation design, Our most engaging model, which controls both

see Appendix B. repetition and question-asking — marked "Ques-

Our evaluation is the same as the ConvAIZtion (CTY' in Figure 3 (left) — matches the en-

Challenge evaluation, but more detailed — Con'gagingness of the winning entry in the ConvAl2

VAI2 includes only engagingness and persona re(:ompetition, as both models achieve a raw store

. 6 .
trieval” As in the Cor_1vAI2 challenge, each of .24 (Dinan et al., 2019). However, the Con-
our 28 model con gurations was evaluated by over.

100 q K dth | gi vAl2 winner, Lost in Conversation, was trained
crowdworkers, and the results were adjusted, approximately 12 as much data as our model.

for annotator variance via a Bayesian calibrationl_Ost in Conversation is based on the OpenAl GPT
(Kuhl;ov ?t 6_"" 2018). luati imed Language Model (Radford et al., 2018), which is
In designing our evaluation, we aimed to Cap'pretrained on the BookCorpus (Zhu et al., 2015),

ture thg four as;l)ects.\(/jv'e expect.e.d to. dlrectly 'MWhich contains approximately 985 million words,
prove via contro| (avoiding repetition, INteresting- \ hereas our model is pretrained on the Twitter

ness, listening, inquisitiveness), two important eryataset (approximately 79 million words).
ror classes we thought would be affected by our

controls (uency, making sense), and two overall
guality measures (engagingness, humanness).

Altogether, our evaluation clearly shows that
controlling low-level attributes over multiple turns
leads to improved overall quality.

8.1 Main ndings 8.2 Effect of controlled attributes

In this section we summarize the main ndings of Repetiton (WD) We observe that self-

?ur r:jum a: eval(tjj_a tlonG— wr:jo|s_|e fq[[lhresultslcan berepetition across utteranceexfernal repetitioh
ound In Appendices %> and H, With sample con-;q by far the most severe form of repetition in

ve,ra\satllzc.)ns n gpp;]endlx C. lling f " our beam search baseline model. We evaluate
S Figure 3 shows, controlling for repetition, ge, ¢4 settings of thextrep _bigram weighted

speci city and question-asking all lead to large decoding feature, and nd that an aggressive

SExceptions: Avoiding repetition is a 1-3 scale, as we lepetition-reduction setting (reducing bigram
found this gave clearer instructions. Inquisitiveness has apepetition rate to below gold data levels) is rated

optimal score of 3; 1 and 2 represent too little question- .
asking, and 4 represents too much. best. We also nd that blocking repeated content

SThere are three other minor differences between outWOrds improves the avoiding repetition score. See

evaluation and ConvAI2's: (1) We x capitalization and spac- Appendices E, F and G for full details.

ing before showing the chatbot's utterances to crowdwork- . . .
ers, while ConvAl2 show the raw lowercase tokenized form. As shown in F|gure 3 (Ieft) and F'gure 4,

We found the latter interferes with uency evaluation. (2) our repetition-controlled model improves hugely
We conduct 6 dialogue turns, while ConvAI2 conducts 4-6._

This was necessary to evaluate repetitiveness. (3) We use ’Although the same Bayesian calibration method was ap-
(publicly-available) validation set personas, while ConvAl2 plied both in our study and in the ConvAl2 competition, cal-
uses (hidden) test set personas. This enables us to release dhwnated scores are not comparable across the two; thus we
evaluation chatlogs. compare raw scores (viewable in Table 7).



Figure 3: Calibrated human judgments of engagingness for the baselines and best controlled models (left); for
different speci city control settings (middle); and for different question-asking control settings (right).

Figure 4: Calibrated human judgments of conversational aspects for the baselines and best controlled models.
Note: In Figure 3 and here, the Speci city and Question controlled models both include Repetition control, but
Question control doesn't include Speci city control, or vice versa. See Table 8 for exact numbers.

over the beam search baseline in all metrics, anesponse-relatedness (WD) We evaluated sev-
achieves close-to-human scores on all metrics exeral control settings (weight  10; 5; 10; 13) and
cept humanness. This striking result demonstrate®und that none scored better than weightO
that repetition is by far the biggest limiting qual- (no response-relatedness control); see Appendix
ity factor for naive sequence-to-sequence dialoguél. This is surprising — prior to running the human
agents. The result also emphasizes the importan@valuation, we annotated 100 examples ourselves
of multi-turn dialogue evaluation to detect the to determine the best control settings. While we
problem. We refer to this model as thepetition- identi ed a more responsive setting (weight5)
controlled baselingand use it as a basis for all re- as less likely than the uncontrolled model to ig-
maining experiments (i.e., we control speci city, nore the user, crowdworkers rated it as a slightly
response-relatedness and question-asking on taporselistener than the uncontrolled model. One
of these repetition-control settings). explanation for this discrepancy is that the more
responsive model takes more risks, using more
rare words (0.197 NIDF, up from 0.178), and thus
ceives a lower makes-sense score (3.41, down
rom 3.70). We hypothesize that, compared to us,
e crowdworkers are less tolerant of slightly non-
sensical output, and more tolerant of generic unre-
lated utterances.

Speci city (WD, CT) For our weighted decod-
ing models, the extreme settings (very generic an
very speci c) score poorly in engagingness due to
the frequent presence of degenerate output — s
Figure 3 (middle). We nd that the weight 4
setting (which is more speci c than the repetition-
controlled baseline and about as specic as the

gold data) maximizes engagingness. As showiQuestion-asking (CT) As shown in Figure 3

in Figure 3 (left) and Figure 4, this more-speci ¢ (right), a question-asking rate of 65.7% € 7)
model is rated more interesting, engaging, and aaximizes engagingness. This setting, which asks
better listener than the repetition-controlled basemore questions than both the repetition-controlled
line, but at the cost of reduced uency and makingbaseline (50.0%) and the human-produced gold
sense. Our CT model with = 7 (which has a data (28.8%), brings us closest to human-level en-
similar NIDF level as WD with weight 4) shows gagingness — see Figure 3 (left). Although we
similar results, but the improvements are smaller.nd that a rate of approximately 65.7% question-
For further discussion on the interestingness of ouasking is the most engaging, a lower level (48.9%,
speci city models, see Section 8.3. orz = 4) is rated the best listener. Lastly, we nd



Model Win%  Top 3 reasons for preferring model

Speci city WD (weight=6) 84.1% More information; Better ow; More descriptive
Speci city WD (weight=4) 75.5% More information; They describe their life in more detail; Funny
SpecicityCT(z=7) 56.2% More information; Better ow; Seems more interested

Table 3: A/B tests comparing various speci city-controlled models to the repetition-controlled baseline on inter-
estingness. We nd all comparisons are signi capt< : 05; binomial test).

that although asking too many questions is less ersecondly, we suspect that in our original evalu-
gaging, most crowdworkers will not directly criti- ation, the crowdworkers may have evaluated the
cize a chatbot that asks questions on every turn iaterestingness of theask rather than thechat-
only 11.9% of crowdworkers judged tie= 10  bot This could account for why subtle increases
(boost) setting, which asks 99.5% questions, adn conversational ability did not result in higher in-
asking too many questiofis.For full details of terestingness ratings — the PersonaChat task itself
these scores, see Appendix F and H. has a natural interestingness limit.

For time and budget reasons, we did not eval- ]
uate any models controlling both question-asking® Conclusion

and speci city. However, we expect it is possible What makes a good conversation? Through
to obtain further improvements by doing so. our evaluation, we showed that a good conversa-
tion is about balance — controlling for the right
level of repetition, speci city and question-asking
Though our more-speci ¢ models yielded signi - is important for overall quality. We also found
cant improvements in engagingness, we were suthat conversational aspects such as interestingness,
prised that they did not yield clearer improve-listening, and inquisitiveness are all important —
ments in interestingness. To investigate furtherthough optimizing these can introduce a trade-off
we conducted an A/B interestingness evaluation ofgainst certain types of errors (such as repetitive,
three speci city-controlled models, compared todis uent, or nonsensical output). Secondly, multi-
the repetition-controlled baseline. Crowdworkersturn evaluation is essential to study what makes a
were shown two conversations (from the main hugood conversation — multiple turns are required to
man evaluation) and asked to choose which modekveal issues such as repetition, consistency, and
was more interesting (see Figure 7 for details). Weyuestion-asking frequency. Lastly, what do we
collected 500 samples per comparison, plus 20éhean by ‘good'? Although humanness and engag-
additional human vs repetition-controlled baselineéingness are both commonly used as overall qual-
samples, which were used to Iter for quality con- ity metrics, the two are very different. While our
trol. After discarding low-quality crowdworkers, models achieved close-to-human scores on engag-
we have roughly 300 evaluations per comparisoningness, they failed to get close on humanness —
with an average Cohen's=0:6. showing that a chatbot need not be human-like
As shown in Table 3, all three models were ratedo be enjoyable. This striking result also demon-
signi cantly more interesting than the repetition- strates the importance of measuring more than one
controlled baseline. This convincingly shows thatquality metric when evaluating dialogue agents.
producing utterances with more rare words is a .
valid strategy to improve interestingness. We haveo utlook~ Ourwork shows that neural genera_ltwe
two explanations for why these interestingness dif—SyStemS have .systemrc problems V.Vhe” applied to
ferences did not materialize in our main evalua-qpen-ended dialogue, some of which (e.g. repe-
tion. Firstly, interestingness is a particularly sub-tition) are only observable in the multi-turn set-
jective metric (unlike more tangible metrics suchting- Furthermore, control of low-level attributes
offers a practical way to correct these problems,

as avoiding repetition and making sense) — this

makes it hard to calibrate across crowdworkersyielding large improvements to overall quality —in

our case, comparable to systems trained on much
8ThOUgh this conclusion may hold true for the Per- more data_ Future Work includes opt|m|z|ng con-

sonaChat task — a synthetic chatting task that instructs par[- | setti t ticall d buildi
ticipants to get to know each other — in real-life social con- rol settngs automatically, and building more con-

versations, incessant question-asking may be less toleratedvincingly human-like chatbots.

8.3 A/B tests for interestingness
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Supplementary Material

A Screenshots of human evaluation interface

Figure 5: Screenshot of the Task Description

Figure 6: Screenshot of the chat UI, talking with the beam search baseline model.



Figure 7: Screenshot of the A/B test Ul, comparing a human-human conversation (left) and a Repetition-controlled
baseline model (right).



B Human evaluation questionnaire design

Here are the questions and multiple-choice options used in the human evaluation, in the order presented:

[Engagingness] How much did you enjoy talking to this user?
Notatall Alittle Somewhat A lot

[Interestingness] How interesting or boring did you nd this conversation?
Very boring A little boring A little interesting Very interesting

[Inquisitiveness] How much did the user try to get to know you?
Didn't ask about me at all Asked about me some
Asked about me a good amounAsked about me too much

[Listening] How much did the user seem to pay attention to what you said?
Always ignored what | said Mostly ignored what | said
Mostly paid attention to what | saidAlways paid attention to what | said

[Avoiding Repetition] How repetitive was this user?
Repeated themselves over and ov&ometimes said the same thing twice
Always said something new

[Fluency] How naturally did this user speak English?
Very unnatural Mostly unnatural Mostly natural Very natural

[Making sense] How often did this user say something which did NOT make sense?
Never made any senseMost responses didn't make sense
Some responses didn't make sendéverything made perfect sense

[Humanness] Do you think this user is a bot or a human?
De nitely a bot Probably a bot Probably a human De nitely a human

[Persona retrieval] Which prompt (character) do you think the other user was given
for this conversation?
Respondent chooses one of two provided personas







