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Piecewise Convolutional
Neura\ Netvvorks (PCNN)

[Zeng et. al. 2015]
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Mention-Level Moagel

Barack Obama Honolulu [Hoffmann et. al. 201 1]

Local
Classifier
exp(0; - z;) Relation
Mentions
Deterministic OR —}
y Aggregate
Relations

T (born in, lived in, mayor of, etc...)

Maximize Conditional
Likelihood:

ZP(Z,d\s;Q)



Missing Data Problems

Two assumptions Drive Learning:

Not iIn KB — Not In text

In KB — Must be mentioned at least once
Leads to errors in training data:

False negatives

False positives



[Ritter, et. al. TACL 2013]
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Modeling Missing Data
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Implementation
Details

[Bai and Ritter, In Submission]

e Pre-trained sentence

embeddings - PCNN+ATT (Lin

et. al. 20106)

« MIRA (Cramer and Singer,
2003)

e Crucial for continuous
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Michelle
Obama

Task #1:
Knowledge Base Completion
Spouse

Barack Political Party
Democrats
Obama

‘For the last eight years, Michelle Obama has been a rock star in
the Democratic Party.”

A (very small) knowledge base:

PARTY(Michelle Obama, Democratic Party)

: : : Task #2
| am interested in this —» (Mention-Level) Relation Extraction
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Issues with Evaluation. ..

[Bai and Ritter, In Submission]

* Freebase/NYT Dataset

e Originally created by Riedel, Yao and McCallum 2010
* Several Versions of this Dataset in Use

* A Recent Version Contains Overlapping Entity Pairs in
Train / Test Split (we removed these)

r~ Freebase
D= = ‘;’"'7

Linguistic Data Co rtium
The New York Tlmes Annotated Corpus
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Mention-Level Prediction In
PCNN+ATT Baseline

* Use attention parameters to score mentions

* Pre-trained using PCNN+ATT (Lin et. al. 2016)

e Softmax over relations

P(z|x;) = nixp(rz i)

o1 €xp(ry - ;)

Note: Attention Layer of PCNN+AT T uses softmax over sentences



Mention-Level Results
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Model

MultiR _sparse

MultiR _sparse_ MIRA
MultiR _continuous

MultiR _continuous_MIRA
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DNMAR _continuous
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Mention-Level Results
(Riedel et. al. dataset)

Model DEV TEST
MultiR _sparse 66.2  63.2
MultiR _sparse_MIRA 76.1
MultiR _continuous 74.3  66.6
MultiR _continuous_MIRA 30.9
DNMAR _sparse 77.8 744
DNMAR _sparse_ MIRA 79.4
DNMAR _continuous 78.7  T73.1
DNMAR continuous_ MIRA  83.7
PCNN+ATT 81.4 764

MIRA helps in all cases and is crucial for continuous representations
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Mention-Level Results
(Lin et. al. dataset)

Model DEV TEST

MultiR _continuous 66.1 59.9

MultiR _continuous_MIRA 69.2

DNMAR _continuous 67.4 62.9

DNMAR _continuous_ MIRA ~ 74.8 78.3
PCNN+ATT 679 T72.1

More data hurts performance?
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Extracting Knowledge Graphs

[Konovalov, Strauss, Ritter, O’Connor WWW 2017]




| earning to Extract Events from
Wikipedia Edits

[Konovalov, Strauss, Ritter, O’Connor WWW 2017]
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| earning to Extract Events from
Wikipedia Edits

[Konovalov, Strauss, Ritter, O’Connor WWW 2017]
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Wikipedia Newswire / Social Media

’ . 5/16/2011 10:40am "\
| Chicago welcomes Rahm Emanuel as our new mayor! :
I

I
: 5/16/2011 12:09pm L. 5/16/2011 10:46am |
 {{infobox Settlement Rahm Emanuel sworn in as Chicago mayor. |

: |name=Chicago

. | Leader=Rahm Emanuel Y welcomes X as our new mayor

i —

X sworn in as Y mayor

1/6/2014 5:30pm
{{infobox Settlement
|name=Pittsburgh

| Leader=Bill Peduto

CQ@ WTAE-TV Pittsburgh £x Follow

Video: BIll Peduto sworn in as Pittsburgh
mayor on.wtae.com/1bLSpHI|




Extracting KB Edits from Text

[Konovalov, Strauss, Ritter, O’Connor WWW 2017]
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Extracting KB Edits from Text

[Konovalov, Strauss, Ritter, O’Connor WWW 2017]

— About 25 edits per month
at 0.7 Precision

64% added before
Wikipedia’s editors

precision

00 0.2 04 06 08 1.0

0 5 10 15 Q: Can we predict changes to a
KB in advance?

average # correct events per mon
24



[Swamy, Ritter, de Marneffe EMNLP 2017]

Predicting Changes to a KB
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Predicting Changes to a KB

8/23/2013 Retire(Steve Balmer, Microsoft)
Uncertainty

2/4/2014 NewCeo (Satya Nadella, Microsoft)

27
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Predicting Changes to a KB

Retire(Steve Balmer, Microsoft)
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[Swamy, Ritter, de Marneffe EMNLP 2017]

Predicting Changes to a KB

8/23/2013

2/4/2014

Retire(Steve Balmer, Microsoft)

o S B
“ < Follow > v

My bet is that Satya Nadella is named new /
SMSFT CEO on Ballmer's retirement.

9:32 AM - 23 Aug 2013

§ (e ) ~

| hope Ben Affleck is the new Microsoft CEO

7:59 PM - 23 Aug 2013

X

NewCeo (Satya Nadella, Microsoft)

28



[Swamy, Ritter, de Marneffe EMNLP 2017]

Predicting Changes to a KB

Retire(Steve Balmer, Microsoft)

HE N < Follow > v
is that Satya Nadella is named new /
c. '

CEO on Ballmer's retirement.

9:32 AM - 23 Aug 2013

§ (e ) ~

Ben Affleck is the new Microsoft CEO

7:59 PM - 23 Aug 2013

8/23/2013

X

NewCeo (Satya Nadella, Microsoft)

2/4/2014

28



Data Collection
(Example: Oscars)

Leonardo DiCaprio
Bryan Cranston
Matt Daemon
Michael Fassbender

scrape

Eddie Redmayne
(Best actor, 2/28/2016)

The Free Encyclopedia



Data Collection
(Example: Oscars)

Leonardo DiCaprio
Bryan Cranston
Matt Daemon
Michael Fassbender

scrape
—_—

Eddie Redmayne
(Best actor, 2/28/2016)

l query

Oscars Leonardo DiCaprio win since:2016-2-27 until:2016-2-28
Oscars Bryan Cranston win since:2016-2-27 until:2016-2-28

The Free Encyclopedia



Data Collection
(Example: Oscars)

Leonardo DiCaprio
Bryan Cranston
NG Matt Daemon
R Michael Fassbender
WIKIPEDIA Eddie Redmayne

et (Best actor, 2/28/2016)

R l gquery
Oscars Leonardo DiCaprio win since:2016-2-27 until:2016-2-28
Oscars Bryan Cranston win since:2016-2-27 until:2016-2-28

scrape




@ Home Q Notifications M Messages L 4 Oscars Leonardo DiCaprio win si () @

Oscars Leonardo DiCaprio win since:2016-2-27 until:2016-2-28

Top Latest People Photos Videos News Broadcasts
onoem emoem 27 Feb 2016 %
m Best Actor

Want to win: Matt Damon
Who will probably win: Leonardo DiCaprio

#Oscars
) () Q &
. e o - 27 Feb 2016 v

Leonardo DiCaprio has to win an Oscar tomorrow night. How he has not won
one yet is beyond me! #Oscars

®) (A QO =

l . | 27 Feb 2016 v
Tomorrow are the #oscars and and really hoping Leonardo DiCaprio and
| Jennifer Lawrence to win.

®) 0 Q 2 &

N EmeE § 27 Feb 2016 v
. I'm holding my thumbs for Leonardo DiCaprio. | hope he's going to win the

OSCAR! Because he deserves it so much! | love him € #oscars #Leo

®) (] QO =

L S 27 Feb 2016 v
Days until Oscar win: 1

#leonardodicaprio #therevenant #oscars #moviequotes #hughglass #sala7...
instagram.com/p/BCTgINAqQCRS5/

O [ O &




Data Collection

(Summary)
Contest #Events #Tweets
2016 US Presidential Primaries 483 38,220
Tennis Grand Slams 52 30,530
2016 US Presidential Elections /6 13,645
Football World Cup (2010-2016) 12 13,618
Balon d’0Or Award (2010-2016) 18 6,777
Cricket World Cup (2010-2016) 18 4,120
Oscars (2009-2016) 176 2,370
Eurovision (2010-2016) 162 1,682
2014 Indian General Elections 68 1,656
Rugby World Cup (2010-2016) 6 651

Total 1071 113269



Data Collection

(Summary)
Contest #Events
2016 US Presidential Primaries 483
Tennis Grand Slams 52
2016 US Presidential Elections /6
Football World Cup (2010-2016) 12
Balon d’0Or Award (2010-2016) 18
Cricket World Cup (2010-2016) 18
Oscars (2009-2016) 176
Eurovision (2010-2016) 162
2014 Indian General Elections 68
Rugby World Cup (2010-2016) 6
Total 1071

e Not all are Positive Veridicality Predictions

e We Need a Classifier to Measure Veridicality

#Tweets
38,220
30,530
13,645
13,618

e,7/77
4,120
2,370
1,682
1,656
651
113269



Data Collection

(Summary)

Contest #Events
2016 US Presidential Primaries 483
Tennis Grand Slams 52
2016 US Presidential Elections /6
Football World Cup (2010-2016) 12
Balon d’Or Award (2010-2016) 18
Cricket World Cup (2010-2016) 18
Oscars (2009-2016) 176
Eurovision (2010-2016) 162
2014 Indian General Elections 68
Rugby World Cup (2010-2016) 6
Total 1071

MTurk Annotation: 3,543 Tweets

#Tweets
38,220
30,530
13,645
13,618

e,7/77
4,120
2,370
1,682
1,656
651
113269



-eatures
log P(y = v|c, O, tweet) < 0, - f(c, O, tweet)



-eatures
log P(y = v|c, O, tweet) < 0, - f(c, O, tweet)

( TARGET(t) h (ENTITY(e)) [ ENTITY(e) ) (OPPONENT(0))

Leonardo DiCaprio will win Oscars for Revenant. Bad luck Cranston!

N J\ J

Y Y
[ d(t, k)=2 | [ d(o,k)=5 |

Positive Veridicality

Feature Type Feature Weight
Keyword context TARGET will KEYWORD 0.41
Keyword dep. path TARGET — fo — KEYWORD 0.38
Keyword dep. path TARGET < is — going — to — KEYWORD (.29
Target context TARGET is favored to win 0.19
Keyword context TARGET are going to KEYWORD 0.15
Target context TARGET predicted to win 0.13
Pair context TARGET1 could win TARGET2 0.13

Distance to keyword  TARGET closer to KEYWORD 0.11




-eatures
log P(y = v|c, O, tweet) < 0, - f(c, O, tweet)

( TARGET(t) h (ENTITY(e)) [ ENTITY(e) ) (OPPONENT(0))

Leonardo DiCaprio will win Oscars for Revenant. Bad luck Cranston!

N J\ J
Y Y
[ d(t, k)=2 | [ d(o,k)=5 |

Negative Veridicality

Feature Type Feature Weight
Negated keyword keyword is negated 0.47
Keyword context TARGET won’t KEYWORD 0.41
Opponent context OPPONENT will win 0.37
Keyword dep. path TARGET < will — not - KEYWORD (.31
Distance to keyword  OPPONENT closer to KEYWORD 0.28
Target context TARGET may not win 0.27
Keyword dep. path OPPONENT <— will — KEYWORD 0.23

Target context TARGET can’t win 0.18




Precision / Recall

—
~

precision

O
8,

O
=

O
o))

Positive Veridicality

—
Qu

0.2

0.4

recall

0.6

0.8

1.0



Error Analysis

Tweet Gold Predicted

The heart wants Nadal to win to-
morrow but the mind points to a
Djokovic win over 4 sets. Djokovic

7-5 4-6 7-5 6-4 Nadal for me.

f




Error Analysis

Tweet Gold Predicted

The heart wants Nadal to win to- negative positive
morrow but the mind points to a
Djokovic win over 4 sets. Djokovic

7-5 4-6 7-5 6-4 Nadal for me.




Cross-Domain Experiments

Oscars

Ballon d'Or

Eurovision

Grand Slam

Rugby World Cup

Cricket World Cup
Football World Cup

U.S. Presidential Primaries
U.S. Presidential Elections

Indian Elections

B Category Held Out

20

40

Al

60

80



Cross-Domain Experiments

Open Domain!




Forecasting Performance

Macro-Average F1

Veridicality



Baselines (Sentiment + Volume)

Macro-Average F1

Veridicality Sentiment Frequency



Surprise Outcomes

Veridicality
Contender Score
OSCARS Leonardo DiCaprio 0.97 \

Natalie Portman 0.92
Julianne Moore 0.91
Daniel Day-Lewis 0.90
Slumdog Millionaire 0.75
Matthew McConaughey 0.74
! The Revenant 0.73
Argo 0.71
Brie Larson 0.70
The Artist 0.67
PRIMARIES Trump  South Carolina 0.96
Clinton Iowa 0.90
Trump  Massachusetts  0.88
Trump  Tennessee 0.88
Sanders Maine 0.87
Sanders Alaska 0.87
! Trump  Maine 0.87
Sanders Wyoming 0.86
Trump  Louisiana 0.86

! C(Clinton Indiana 0.85
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Veridicality
Contender Score @l]e maglnngtnn ﬂugt
OSCARS Leonardo DiCaprio 0.97 Arts and Entertainment
?alt.alie Pﬁtman 8-8% How ‘Spotlight’s’ surprise Best
ulianne Moore : . . .
Daniel Day-Lewis 0.90 Picture win made Oscar history

0 75 By Amy Argetsinger and Geoff Edgers N\

Slumdog Millionaire
Matthew McConaughey (.74 /
! The Revenant 0.73

Argo 0.71
Brie Larson 0.70
The Artist 0.67
PRIMARIES Trump  South Carolina 0.96
Clinton Iowa 0.90
Trump  Massachusetts  (0.88
Trump  Tennessee 0.88
Sanders Maine 0.87
Sanders Alaska 0.87

! Trump  Maine 0.87
Sanders Wyoming 0.86
Trump  Louisiana 0.86

! C(Clinton Indiana 0.85
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Trump  Maine 0.87
Sanders Wyoming 0.86
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Clinton Indiana 0.85




Surprise Outcomes

Veridicality .
Contender Score @l]e maglnngtnu ”05t
OSCARS Leonardo DiCaprio 0.97 Arts and Entertainment
Natalie Portman 0.92 How ‘Spotlight’s’ surprise Best
'I])‘;l:l?:lnle)xof wic 0o Picture win made Oscar history
Slumdog Millionaire 0.75 By Amy Argetsinger and Geoft Edgers =
Matthew McConaughey (.74 /
The Revenant 0.73
Argo 0.71
Brie Larson 0.70
PRIMARIES 'gl‘}ll:lp ISOIHh Carolina 8-88 Ted Cruz Upsets Donald Trump In Maine
inton Iowa : .
Trump  Massachusetts  (0.88 Republican Caucus
Trump Tennessee 088 Cl’l'JZ won despite Gov. Paul LePage’s endorsement of Trump.
Sanders Maine 0.87
Sanders Alaska 0.87 /
Trump  Maine 0.87
Sanders Wyoming 0.86 POLITICO
Trump  Louisiana 0.86
Clinton Indiana

0.85—p- Sanders surprises Clinton in Indiana







Thank you!



