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NLP: At the confluence of linguistics & 
computer science
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The chain

AI Ą NLP Ą Sentiment Ą Sarcasm Ą

Numerical Sarcasm
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Roadmap

Â NLP and Ambiguity

Â Sentiment Analysis

Â Sarcasm

Â Features and ML 

Â Numerical Sarcasm

Â Cognitive dimension

Â Conclusions and future work 
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NLP: multilayered, Multi 
dimensional
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GharaaSamorChyaaNemalaa sangitle

The one who is in front of the house
told me



Need for NLP

Â Humongous amount of language data in electronic 
form

Â Unstructured data (like free flowing text) will grow to 
40 zetabytes (1 zettabyte= 10 21 bytes)  by 2020.

Â How to make sense of this huge data?

Â Example-1: e-commerce companies need to know 
sentiment of online users, sifting through 1 lakh e -
opinions per week: needs NLP

Â Example-2: Translation industry to grow to $37 
billion business by 2020
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Machine Learning 

Â Automatically learning rules and concepts 
from data

Learning the concept of table.

What is ñtablenessò

Rule: a flat surface with 4 legs (approx.: to be refined gradually)
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NLP-ML marriage
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NLP= Ambiguity Processing

Â Lexical Ambiguity 

Â Present (Noun/Verb/Adjective; time/gift)

Â Structural Ambiguity

Â 1 and 2 bed room flats live in ready

Â Semantic Ambiguity

Â Flying planes can be dangerous

Â Pragmatic Ambiguity

Â I love being ignored (after a party, while 
taking leave of the host)
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Another challenge of NLP: 
multilinguality
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Rules: when and when not

Â When the phenomenon is understood AND 
expressed, rules are the way to go

ÂñDo not learn when you know!!ò

ÂWhen the phenomenon ñseems arbitraryò 
at the current state of knowledge, DATA is 
the only handle!
Â Why do we say ñMany Thanksò and not ñSeveral Thanksò!

Â Impossible to give a rule
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Impact of probability: Language 
modeling

1.P(ñThe sun rises in the eastò)
2.P(ñThe sun risein the eastò)
ÅLess probable because of grammatical 

mistake.
3.P(The svn rises in the east)
ÅLess probable because of lexical mistake.

4.P(The sun rises in the west)
ÅLess probable because of semantic mistake.

Probabilities computed in the context of corpora
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Power of Data- Automatic image labeling
(Oriol Vinyals, Alexander Toshev, Samy Bengio, and 
Dumitru Erhan, 2014)
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Automatically captioned: ñTwo pizzas 
sitting on top of a stove top ovenò



Automatic image labeling (cntd)
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Main methodology

Â Object A: extract parts and features

Â Object B which is in correspondence 
with A: extract parts and features

Â LEARN mappings of these features and 
parts

Â Use in NEW situations: called 
DECODING
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Linguistics-Computation Interaction

Â Need to understand BOTH language 
phenomena and the data

Â An annotation designer has to understand 
BOTH linguistics and statistics!

Linguistics and 
Language phenomena

Data and 
statistical phenomena

Annotator
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Sentiment Analysis 
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(Liu, 2010) defines a sentiment or opinion as a quintuple-

< oj , f jk , soijkl , hi , t l >, 
where 

oj is a target object, 

f jk is a feature of the object oj, 

soijkl is the sentiment value of the opinion 

of the opinion holder hi

on feature f jk

of object oj

at time t l
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Definition (Liu 2010)



Dimensions of Sentiment AnalysisJan 18 sarcasm:pushpak 21
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Block diagram



Challenges

`I suggest you wear your 
perfume with windows and 
doors shut! # sarcasm'

`é falls 284 runs short of 
what would have been a 
fourth first-class triple-
century'.
www.cricinfo.com

`He is a deadly football 
playerô
`You may have deadly snakes 
at the camp site at nightó

Balamurali et al [2011]

` The movie may have the 
nicest actors, a talented music 
director of worldwide acclaim 
and the most expensive set 
one has ever seen but it fails 
to impress'.

`keeps you on the edge 
of your seatô

`Tim Tam. \m/ô

Sarcasm Implicit knowldege

Thwarting

Nature of text
Domain specificityJan 18 sarcasm:pushpak 23



Representative figures for SA 
Accuracy
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