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Deplatforming refers to the permanent ban of controversial public figures with large followings on social media
sites. In recent years, platforms like Facebook, Twitter and YouTube have deplatformed many influencers
to curb the spread of offensive speech. We present a case study of three high-profile influencers who were
deplatformed on Twitter—Alex Jones, Milo Yiannopoulos, and Owen Benjamin. Working with over 49M tweets,
we found that deplatforming significantly reduced the number of conversations about all three individuals
on Twitter. Further, analyzing the Twitter-wide activity of these influencers’ supporters, we show that the
overall activity and toxicity levels of supporters declined after deplatforming. We contribute a methodological
framework to systematically examine the effectiveness of moderation interventions and discuss broader
implications of using deplatforming as a moderation strategy.
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1 INTRODUCTION
Social media platforms play an increasingly important civic role as spaces for individual self-
expression and collective association. However, the freedom these platforms provide to their
content creators also gives individuals who promote offensive speech1 an opportunity to amass
followers. For instance, Milo Yiannopoulos, a British far-right political commentator, gathered
a large cohort of anonymous online activists on Twitter who amplified his calls for targeted
harassment [50]. Another extremist influencer, Alex Jones, marshalled thousands of followers on
social media to promote his conspiracy theories, which led to violent acts [73]. One way to contain
1For the purposes of this paper, we use the term ‘offensive’ to mean promoting toxic speech. This includes sexist, racist,
homophobic, or transphobic posts and targeted harassment as well as conspiracy theories that target specific racial or
political groups.
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the spread of offensive speech online is to identify key influencers who lead communities that
promote such speech and deplatform them, that is, permanently ban them from the platform.

Removing someone from a platform is an extreme step that should not be taken lightly. However,
platforms have rules for appropriate behavior, and when a site member breaks those rules repeatedly,
the platform may need to take action. The toxicity created by influencers and supporters who
promote offensive speech can also impact vulnerable user groups, making it crucial for platforms
to attend to such influencers’ activities. We do not attempt to address the question of exactly when
deplatforming is advisable. Rather, we address the underlying empirical question: what happens
when someone is deplatformed? Understanding what happens after this step may help social media
providers make sound decisions about whether and when to employ this technique.

Previous work has addressed what happens when toxic online groups get moderated. For example,
Chandrasekharan et al. [18] and Saleem and Ruths [91] independently analyzed Reddit’s bans of
racist and fat-shaming communities in 2015; they determined that the ban “worked”: community
members who remained on the platform dramatically decreased their hate speech usage. Another
study found that quarantining offensive communities on Reddit, i.e., impeding direct access to
them, made it more difficult for them to recruit new members [17].2 While these studies focused on
groups, our work focuses on the moderation of offensive individuals [20, 98] in a different setting:
we examine the long-term consequences of deplatforming prominent influencers on Twitter.

As a moderation strategy [40], deplatforming has recently been on the rise [86]. Facebook,
Twitter, Instagram, YouTube and other platforms have all banned controversial influencers for
spreading misinformation, conducting harassment, or violating other platform policies [12, 27, 61,
62]. Mainstream news outlets have extensively covered different instances of deplatforming and
generally praised platforms for them [12, 61, 62]. However, it is unclear how deplatforming as a
tactic affects the spread of influencers’ ideas or the activities of their supporters in the long run.
From the perspective of platforms, it should be relatively straightforward to identify accounts with
thousands of followers who promote offensive content and deplatform those accounts. Therefore,
it is vital that we examine whether this low-cost moderation intervention is a viable means to
detoxify mainstream social media.

1.1 Deplatforming on Twitter
Today, Twitter is one of the most popular social media platforms. On Twitter, users can follow any
account in order to receive the posts made by it, called tweets, in their news-feed. This subscription-
without-permission model makes Twitter an ideal platform for influencers to gain huge audiences
and promote their ideas. Many far-right influencers who promote offensive speech, like Alex Jones
and Richard Spencer [109], gained widespread popularity because of their activities on Twitter. It
is vital to attend to the activities of such toxic influencers because prior research has established
links between exposure to radical online material and development of extremist online and offline
attitudes [42, 56].
When an influencer is deplatformed, all their tweets are removed, although replies to those

tweets remain online. Deplatformed influencers can no longer create a new account under their
real names, and any attempts to do so quickly result in bans. As a result, they are forced to simply
leave the platform.
To date, we have only anecdotal evidence that deplatforming is an effective means for the

sanctioning platform to curb the spread of offensive behavior [75]. To contribute empirical evidence
2Banning a Reddit community removes all its prior content and blocks access to it, while quarantining prevents its content
from appearing in search results or on the Reddit front page. While banning and quarantining of subreddits are both
examples of community-level moderation interventions, deplatforming is a user-level intervention that refers to permanent
bans of individual accounts.
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that speaks to this issue, we study the effects of deplatforming three promoters of offensive speech
on Twitter: (1) Alex Jones, an American radio show host and political extremist who gained notoriety
for promotingmany conspiracy theories, (2) Milo Yiannopoulos, a British political commentator who
used his celebrity to incite targeted harassment and became known for ridiculing Islam, feminism
and social justice, and (3) Owen Benjamin, an American alt-right actor, comedian and political
commentator who promoted many anti-Semitic conspiracy theories, including that the Holocaust
was exaggerated, and held anti-LGBT views. Through studying Twitter activity patterns around
these influencers and their thousands of supporters, we offer initial insights into the long-term
effects of using deplatforming as a moderation strategy.

1.2 ResearchQuestions
Some critics suggest that deplatforming may be ineffective because banning people may draw
attention to them or their ideas, which platforms are trying to suppress [26, 75]. This idea is
often referred to as the Streisand effect3, and many examples of this effect have been observed
[49, 66]. Indeed, in the face of his deplatforming, Alex Jones claimed that the ban would not
weaken but strengthen him [77]. To evaluate whether the Streisand effect occurred in the context
of deplatforming on Twitter, we ask:

RQ1: How does deplatforming affect the number of conversations about deplatformed
influencers?

Critics argue that “any kind of censorship can create an aura of conspiracy that makes forbidden
ideas attractive” [26]. Prior research has also found that when mainstream platforms reacted
to the 2017 Unite the Right Rally, held in Charlottesville, North Carolina, by removing known
white supremacists account holders, it triggered a new wave of coverage [30]. To test whether
deplatforming renders the ideas spread by influencers more popular on Twitter, we ask the following
research question:

RQ2: How does deplatforming affect the spread of offensive ideas held by deplatformed
influencers?

Those suspicious of the effect of deplatforming also argue that even though banning someone
reduces his or her audience, it can concurrently strengthen the audience that remains [26, 75]. They
suggest that deplatforming could ignite supporters who view it as a free speech violation. Indeed,
deplatforming has been used to express victimization and gather support for sanctioned celebrities
[86]. Others argue that deplatforming would effectively drive extremist supporters of deplatformed
influencers to other spaces and reduce their negative impact on the platform. To this end, we focus
on the most ardent supporters of influencers and ask:

RQ3: How does deplatforming affect the overall activities of supporters of these de-
platformed influencers?

1.3 Summary of Methods, Findings and Implications
Methods. We answer our research questions by examining observational data from Twitter

through a temporal analysis of (1) tweets directly referencing deplatformed influencers, (2) tweets
referencing their offensive ideas, and (3) all tweets posted by their supporters. For each influencer,
we limit our data collection and analyses to the tweets posted in the period six months before
and after their deplatforming. Working with over 49M tweets, we chose metrics [116] that include
3The term “Streisand Effect” emerged from an incident where the actress Barbra Streisand attempted to restrict online
views of her Malibu mansion on a public website by filing a lawsuit against a photographer. However, the publicity created
by this photograph had the paradoxical effect of stimulating public interest and resulting in many more views than if she
had done nothing [49].
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posting volume and content toxicity scores obtained via the Perspective API. To account for
ongoing temporal trends, we then used causal inference methods (specifically, interrupted time
series regression analyses) andWilcoxon signed-rank tests to examine variations in levels of activity
and toxicity.

Findings. We determined that deplatforming disrupted discussions about influencers: posts
referencing each influencer declined significantly, by 91.77% on average. Additionally, the number
of unique users and new users tweeting about each influencer also diminished significantly, by
89.51% and 89.65% on average, respectively. We found that deplatforming significantly reduced
the popularity of many anti-social ideas associated with influencers. Our data also show that the
deplatforming action significantly reduced the overall posting activity levels of supporters for each
influencer: the median drop in the volume of tweets posted by supporters averaged 12.59%. Finally,
deplatforming significantly reduced the overall toxicity levels of supporters of each influencer : across
the three cases, the median decline in toxicity score of tweets posted by supporters averaged 5.84%.

Implications. Our work demonstrates the efficacy of deplatforming offensive influencers to
counteract offensive speech in online communities. We show that this action can lead to second-
order harms and offer methodological insights into how platforms can defend against them. We
provide a computational framework that internet platforms can use to evaluate the longitudinal
knock-on effects of a wide range of moderation interventions. Our findings offer empirical evidence
to support calls for more proactive monitoring and sanctioning of disruptive influencers.

2 BACKGROUND AND RELATEDWORK
We next provide background information on content moderation, deplatforming, extremist actors
and toxicity in online communities, and we review key related work.

2.1 Content Moderation and Deplatforming
Content moderation refers to the sociotechnical mechanisms that platforms deploy to screen user-
generated content and determine its appropriateness [84]. Many platforms employ a large group of
commercial content moderators or freelancer contractors who work with them to detect misbe-
haviors at massive levels of scale [85]. Other platforms, like Reddit, Discord and Twitch, rely on
end-users to serve as volunteer moderators [52, 55, 65, 72, 94, 108]. These moderators are assisted
by automated tools that remove inappropriate posts or flag them to be reviewed by moderators
[52, 63].
In recent years, scholars and mainstream news outlets have frequently criticized social media

platforms for not doing enough to efficiently moderate their content [4, 25, 76, 106]. In response,
platforms have stepped up their content moderation efforts to curb the online spread of hate speech,
misinformation and conspiracy theories. For example, Twitter has labeled tweets that violate its
guidelines, including those posted by former US President Trump, as offensive [90, 113]. Pinterest
has blocked search results for anti-vaccination queries in an effort to fight the spread of vaccine
misinformation [107]. Reddit has banned certain toxic communities and quarantined others [17, 18].
Facebook has identified Nazi and white nationalist groups on its platform and shared them with
nonprofits who help people leave such hate groups [27]. We argue that deplatforming is another
important tool in the arsenal of moderation interventions available to platforms. In this work, we
contribute an understanding of what happens when platforms use this tool.

Hate speech is illegal in much of the world. It remains legal in the United States. However, private
platforms may still remove it if they choose since US freedom of speech laws control government
agency, not private entity, speech [52]. Far-right influencers often portray their deplatforming as
acts of censorship. They use this framing as a rhetorical weapon to avoid taking responsibility for
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spreading hate speech and disinformation [82]. For example, Alex Jones described his deplatforming
on various platforms in 2018 as “communist style censorship” [21]. In the wake of former US
President Donald Trump famously getting deplatformed on Facebook and Twitter, some Republican
Senators accused platforms of censoring conservative voices and threatened federal regulation
[89]. However, social media platforms are currently protected by law when they take actions like
deplatforming: Section 230 of the U.S. Communications Decency Act grants immunity to internet
intermediaries to regulate user-generated content however they see fit [33]. Additionally, this law
does not consider platforms responsible for upholding their users’ freedom of speech [38, 60].

While much of themoderation research on social media platforms involves removing posts that do
not comply with their guidelines [37] or suspending spam accounts [102], moderation decisions like
banning entire communities on Reddit or deplatforming influential public figures on Facebook or
Twitter are more delicate. Such decisions can have long-ranging consequences; therefore, platforms
may require a more nuanced analysis of the potential benefits and harms of those decisions. These
decisions also have financial implications. Banning an influencer who encourages offensive speech
may curb the spread of toxic ideologies on the platform, but it may also motivate their supporters
to leave the platform. Recent research has examined the effects of deplatforming individuals on the
smaller sites that sanctioned influencers move to post-deplatforming. [3, 82, 86].
To our knowledge, this work demonstrates the first empirical evidence of the effectiveness of

deplatforming in reducing toxicity on the sanctioning platform. Such evidence, when combined
with emerging data on cross-platform effects, can support platforms in making wise decisions
about whether and when to use this technique.

2.2 New Media and Extremist Actors
Extremist actors frequently complain that mainstream news outlets are biased against them, do
not sufficiently cover them, or misrepresent their views [69, 105]. Driven by this hostility towards
the mainstream press, these extremists have actively turned to social media sites for mobilization,
coordination, and information dissemination [93].

Groups engaged in extremist media manipulation include a variety of participants (e.g., internet
trolls, men’s right activists and hyper-partisan news outlets), some of whom become influencers
who play a distinct role in media manipulation. These actors often use attention-hacking techniques
[15] to gain prominence and then leverage their notoriety for increased coverage. Once they gain
large followings, they use their platform to amplify fringe beliefs.
Here, we introduce three such extremist influencers who gained widespread popularity on

the social media site Twitter and leveraged it to spread offensive speech. We warn the reader
that subsequent sections contain offensive ideas and language, which we repeat only to further
understanding of the person and the media response.

2.2.1 Alex Jones. Alex Jones, the owner and primary operator of the website Infowars, has become
known as a powerful force in the world of conspiracy theories and alternate news media. Many have
criticized Jones and Infowars as manufacturers of damaging and often defamatory misinformation.
Most famously, Jones perpetuated the myth that the 2012 mass shooting at Sandy Hook Elementary
was a staged operation intended to advance gun control legislation [103]. In 2018, several families
of Sandy Hook victims filed a law suit against him claiming that his false statements provoked
continued threats and harassment from his followers [103]. Jones’s unfounded claims also include
suggesting a link between vaccines and autism [47], the existence of government-manufactured
weapons to control weather [48], and more recently that a toothpaste sold in his supplement store
“kills the whole SARS-corona family at point-blank range” [67].
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In early August 2018, numerous sites – including Facebook, Apple, Youtube, Spotify, Vimeo,
Pinterest, Mailchimp, and LinkedIn – removed his account, with most citing the hateful nature of
Jones’s content as the reason for the intervention [99]. Twitter followed suit in September 2018 by
banning Jones following his targeted harassment of CNN reporter Oliver Darcy [88].

2.2.2 Milo Yiannopoulos. Yiannopoulos, a self-described “supervillain” [1], established himself
as a prominent figure in the far-right movement when writing for Breitbart News. An early
supporter of the controversial GamerGate movement [71], Yiannopoulos fanned the flames of
targeted harassment against several prominent women in the game industry through his news
articles [111, 112] and social media posts. Yiannopoulos’s Twitter account was banned in July 2016
following his targeted harassment of actress Leslie Jones [87].
Following his Twitter suspension, Yiannopoulos has continued to stir up controversy. Reports

suggest he regularly corresponded with self-proclaimed white nationalists when formulating
ideas for his Breitbart articles, sang “America the Beautiful” at a karaoke bar to a crowd of white
supremacists giving Nazi salutes [11], and even lost his position at Breitbart after arguing that
sexual relationships between young teenage boys and adults in some cases can “happen perfectly
consensually” [79]. Yiannopoulos’s actions have resulted in bans from several platforms beyond
Twitter, including but not limited to Facebook, Instagram, and Patreon [7, 32].

2.2.3 Owen Benjamin. Benjamin, a comedian by trade, has used his influence to spread a wide
variety of hate speech, misinformation and conspiracy theories. He is particularly known for
posting unquestionably racist tweets. For instance, he once under the guise of comedy tweeted
about his wish for the return of slavery just so racial justice activist Shaun King “can be forced
to be a slave” [9]. Benjamin was permanently banned from Twitter following a series of tweets
about the sexual maturity of the Parkland shooting survivor and gun control activist David Hogg,
a minor at the time [58]. Following his Twitter ban, Benjamin continued to make conspiratorial
and anti-Semitic claims that resulted in suspensions on multiple platforms such as Youtube and
Paypal [39, 80].

2.3 Toxicity in Online Communities
Online communities experience a wide variety of toxic behaviors, such as incivility [14], harassment
[13, 24, 54], trolling [22] and cyberbullying [64]. In recent years, researchers have explored the
mechanics of these behaviors. For example, Massanari noted that Reddit’s algorithmic politics and its
policies about offensive content encourage “toxic technocultures” that normalize anti-feminist and
misogynistic activism [71]. Kwak et al. studied toxicity in League of Legends, an online multiplayer
game, and found that toxic behaviors like cyberbullying are often explained by attribution theory,
i.e., toxic team players look for someone other than themselves to blame for poor team performance
[64]. Zannettou et al. examined the dissemination of toxic memes across the web [115]. Ali et al.
studied users who migrated to Gab [114] after being suspended from Twitter and Reddit and found
that they became more toxic on Gab [3]. We add to this literature by focusing on the sanctioning
platform and investigating how deplatforming influencers affects the toxicity of their supporters
on Twitter.

Though toxicity lacks a widely accepted definition, researchers have linked it to cyberbullying,
profanity and hate speech [35, 68, 71, 78]. Given the widespread prevalence of toxicity online,
researchers have developed multiple dictionaries and machine learning techniques to detect and
remove toxic comments at scale [19, 35, 110]. Wulczyn et al., whose classifier we use (Section 4.1.3),
defined toxicity as having many elements of incivility but also a holistic assessment [110], and the
production version of their classifier, Perspective API, has been used in many social media studies
(e.g., [3, 43, 45, 74, 81, 116]) to measure toxicity.
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Table 1. Selected deplatformed influencers, their deplatforming date, number of followers on that date,
number of tweets referencing influencers, number of supporters we identified, and number of tweets we
collected for their supporters.

Influencer # Followers Deplatforming Date # Tweets # Supporters # Supporters Tweets

Alex Jones 898,610 2018-09-06 1,157,713 2,935 17,050,653
Milo Yiannopoulos 338,000 2016-07-19 442,655 5,827 30,000,335
Owen Benjamin 122,634 2018-04-05 127,855 304 822,022

Prior research suggests that Perspective API sufficiently captures the hate speech and toxicity of
content posted on social media [43, 45, 74, 81, 116]. For example, Rajadesingan et al. found that,
for Reddit political communities, Perspective API’s performance on detecting toxicity is similar
to that of a human annotator [81], and Zanettou et al. [116], in their analysis of comments on
news websites, found that Perspective’s “Severe Toxicity” model outperforms other alternatives
like HateSonar [28]. Some critics have shown that Perspective API has the potential for racial bias
against speech by African Americans [23, 92], but we do not consider this source of bias to be
relevant for our analyses because we use this API to compare the same individuals’ toxicity before
and after deplatforming.

3 DATA
We now discuss data collection for our analysis, i.e., how we: selected deplatformed influencers
for our case studies and collected tweets referencing these influencers; identified offensive ideas
promoted by influencers and collected tweets mentioning these ideas; and identified influencers’
supporters and collected their tweets.

3.1 Choosing Deplatformed Influencers
We selected influencer accounts for our case studies using the following criteria: (1) the account
belonged to an individual instead of a company, organization or government entity and is associated
with the individual’s real identity, and (2) the account had at least 100,000 followers immediately
before deplatforming.4
We began with a list of deplatformed influencers collected by researcher Richard Hanania [41].

We augmented this seed list with additional influencer accounts by referring to news articles on
Twitter deplatforming.5 We filtered this list to include only those influencers who met our selection
criteria. Through this process, we curated a list of 14 deplatformed influencers for our larger
initiative on understanding different aspects of platform bans. For the current work, we focused
on three deplatformed influencers as our case studies: Alex Jones, Milo Yionnapoulus, and Owen
Benjamin. We selected them because they had different levels of popularity, they all promoted
toxic speech, and they were known for spreading different types of offensive ideas; moreover,
their deplatforming was covered by multiple news outlets. We considered it important to select
influencers who promoted toxic speech for this study because we were interested in examining
how deplatforming affects the toxicity of their supporters. Therefore, although our augmented list
contained influencers like Roger Stone and Martin Shkreli, who are controversial public figures, we
did not include them because they do not regularly engage in offensive speech. Table 1 lists the
selected deplatformed influencers, their deplatforming date, and their follower count on that date.
4Twitter’s API does not provide historical follower counts. Therefore, we confirmed the number of followers of its deplat-
formed accounts by examining archived snapshots of their Twitter profiles on internet archives, e.g., archive.org’s WayBack
machine (https://archive.org/web/) and socialblade.com.
5These articles were retrieved from sources including nytimes.com, cnet.com and thedailybeast.com. All accessed: 2019-11-10.
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Table 2. Keywords used to collect tweets relevant to each deplatformed user. We used case-insensitive
searches for these keywords during our data collection.

Deplatformed Influencer Keywords Used to Curate Relevant Tweets

Alex Jones

alex jones, #freealexjones, #infowarsarmy, #iamalexjones, #realalexjones,
#alex_jones, #infowarsban, #alexjonesbanned, #banalexjones,
#unpluginfowars, #banalexjonesnow, #weareallalexjones,
#thealexjoneschannel, #istandwithalexjones

Milo Yiannopoulos

milo yiannopoulos, #freemilo, #miloyiannopoulos, #milo, #freenero,
#jesuismilo, #yiannopoulos, #milosd, #nero, #talktomilo, #freemilonow,
#freethefaggot, #dangerousfaggot, #dangerousfaggottour, #milosexual,
#miloatdepaul, #bannero, #jesuisnero, #freespeechformillo,
#milobreakstheinternet, #bringbackmilo, #freemiloyiannopoulos,
#fuckmilo, #suspendneroparty, #chokemilo, #milogirlsbreaktheinternet,
#banmilo, #blockedformilo, #verifymilo, #miloatrutgers, #standwithmilo,
#wheresmilo, #prayformilo, #teammilo

Owen Benjamin
owen benjamin, #owenbenjamin, #freeowenbenjamin, #freeowen,
#imwithowen, #blameowen

3.2 Data for RQ1: Tweets Referencing Deplatformed Influencers
For each influencer, we collected only the tweets posted in the period six months before to six months
after his deplatforming. We chose a threshold of six months for consistency with other research on
long-term effects of moderation interventions [17, 18, 83]. We also observed that posting activity
trends stabilized at the ends of this time period, and we therefore considered it an adequate time
window to consider long-term consequences. To meet our data collection needs, we developed a
Twitter web scraper to collect all publicly accessible tweets.6 We first identified a small set of Twitter
hashtags and keywords that explicitly referenced each deplatformed account 𝛼 and compiled them
into a list. For this, we used Twitter’s search feature and manually inspected the top results obtained
through hand-curated search queries. For example, for Alex Jones, we used the search queries “Alex
Jones” and “Infowars.” Next, we used our web scraper to collect tweets containing any keyword in
our list, and we called this collection 𝛼-D.7

Our inspection of 𝛼-D indicated that users generally referenced influencers either by using their
name (e.g., “Alex Jones”) or by using hashtags about them (e.g., “#FreeAlexJones”). Therefore, we
added each influencer’s name to the corresponding keywords list and further populated it using a
snowball sampling approach: following the initial collection of 𝛼-D, we quantitatively inspected it
for hashtags that most frequently co-occurred with items from the keywords list. Next, the first and
second authors independently coded these hashtags to identify those that specifically referenced
each 𝛼 . For Alex Jones, we also included hashtags that referenced Infowars because Alex Jones
owns and runs Infowars, and many posts linked them together.
Note that the coders familiarized themselves with the ideas and conspiracy theories promoted

by each deplatformed user, 𝛼 , by reading media articles and a sample of Twitter posts about him.
Following this, for each hashtag, the coders inspected a random sample of 10 tweets in 𝛼-D that
included that hashtag. Hashtags that did not explicitly reference 𝛼 were removed. For example, for

6Twitter allows its users to protect their tweets. Protected tweets are accessible only to followers who are manually approved
by the account holder. Due to this restriction, our dataset contains only public tweets.
7Throughout our data collection, we conducted case-insensitive searches for tweets to capture the case-variant use of
relevant keywords.
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Control Account Handle Corr. Influencer # Followers # Tweets
Drudge Report drudge_report Alex Jones 1,390,000 239,540
Steven Crowder crowder Milo Yiannopoulos 237,000 166,065
Gateway Pundit gatewaypundit Owen Benjamin 94,000 351,133

Table 3. Three influencers who were not deplatformed and serve as control accounts, shown alongside their
Twitter handle, their corresponding influencer, number of followers at the time of corresponding influencer’s
deplatforming, and number of tweets referring to them that we collected.

Alex Jones, we removed the frequently co-occurring hashtags “#MAGA,” “#Obama,” and “#China.”
Finally, the two coders came to a consensus on their differences through mutual discussions.

Next, we collected tweets containing those new hashtags, adding them to 𝛼-D. This sampling and
data collection procedure was repeated until we could find no more hashtags referencing 𝛼 . Note
that we included both supporting and opposing hashtags in this data collection stage, which let us
examine changes in the overall volume of discussions around influencers. However, for answering
RQ 3, as we discuss in Section 3.4, we limited our data collection to only the tweets posted by
influencers’ supporters.
Table 2 shows the complete list of keywords we used to collect tweets for each deplatformed

influencer. The column of # Tweets in Table 1 lists the number of tweets corresponding to each
influencer whose data we collected. For each 𝛼 , we further divided 𝛼-D into tweets posted before
and after the deplatforming of 𝛼 .

Further, to ensure that the trends we observed were not the effects of Twitter-wide patterns, we
collected data for a set of control accounts that did not get deplatformed. Specifically, we collected
tweets that referred to Drudge Report, Steven Crowder, and Gateway Pundit, which served as
controls for Alex Jones, Milo Yiannopoulos, and Owen Benjamin, respectively. Our selection of
controls was based on the similarities of these accounts in terms of their rhetoric. Finding an exact
influencer match to serve as controls for the deplatformed influencers was not possible because
each influencer we studied was unique in views and personality. Therefore, we present this as a
best effort control analysis that simply serves to check whether the temporal trends in our results
are observed across all influencers, regardless of whether they got deplatformed.

To identify potential control candidates, we collected user handles that most frequently appeared
in tweets for a given deplatformed user. We filtered out handles for accounts that did not have within
+/-50% of the followers of the deplatformed user at the time of their deplatforming. We further
removed accounts directly associated with the deplatformed user to avoid potential confounds
(e.g., accounts of Infowars employees). We then qualitatively analyzed the content of the potential
control accounts and selected for those most similar in their rhetoric to the deplatformed user
within our limited pool of control candidates. Table 3 shows the number of tweets we collected for
each control account. It also indicates their follower counts around the time of the corresponding
influencer’s deplatforming.8

3.3 Data for RQ2: Tweets Referencing Ideas Promoted by Deplatformed Influencers
To analyze changes in the spread of offensive ideas and conspiracy theories associated with the
deplatformed influencers in our sample, for each influencer 𝛼 , we collected all the n-grams (n = 1, 2,
3) appearing in 𝛼-D and created a vocabulary of these n-grams. Next, we compared their frequencies
in 𝛼-D with their frequencies in other influencers’ corpora. Specifically, for each n-gram in our
vocabulary, we calculated the log odds ratio of the probability of that n-gram occurring in a tweet in
𝛼-D and the probability of it occurring in the combined dataset of other influencers. We then sorted
8We obtained these counts using snapshots from the Internet archive site WaybackMachine.
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the n-grams in decreasing order of their log odds ratios and manually reviewed the top 300 n-grams
to identify keywords that represented the offensive ideas and/or conspiracy theories that were
associated with 𝛼 . We used our knowledge of the influencers to guide this selection. For example,
although the top n-grams for Alex Jones included #trump, #usa, and #nytimes, we did not select them
for our analysis because they were clearly not offensive and/or not relevant to Alex Jones alone.
Through this process, we selected the following n-grams for our analyses: for Alex Jones: bilderberg,
#chemtrails, deepstate, #followthewhiterabbit, #qanon8chan, #pedogate, #pedowood, #pizzagate, and
sandy hook; for Milo Yiannopoulos: #stopislam, #fuckislam, #cuck, #islamistheproblem, regressives,
faggots, triggering, and antisjw; and for Owen Benjamin: #soyboy, the n word, and blackballed. Note
that while we did not seek to select only the hashtag keywords to conduct this analysis, this process
outputted many hashtags as the relevant keywords.
To analyze how the use of these keywords evolved on Twitter, we collected all the tweets

containing each keyword that were posted in the period 6 months before to 6 months after the
corresponding influencer’s deplatforming.

3.4 Data for RQ3: All Tweets Posted by Supporters of Deplatformed Influencers
To identify each influencer’s supporters and collect their tweets, we began by identifying for each
influencer 𝛼 , Twitter users in the 𝛼-D dataset who supported 𝛼 . We collected users who had at
least 10 posts in 𝛼-D before 𝛼 was deplatformed. This filtering helped us focus on users who had
sufficient awareness of 𝛼 and his views. We also filtered 𝛼-D to contain only tweets posted by these
users in this stage.
Next, we conducted a descriptive analyses of tweets in 𝛼-D posted by these users. Specifically,

we identified the most frequently occurring n-grams (n = 1, 2, 3) after excluding stop-words. Our
manual review of these n-grams indicated that for Milo Yionnapoulus and Owen Benjamin, most
of the frequently occurring n-grams were supportive (e.g., “#freemilonow”, “#milosexual”); for Alex
Jones, frequently occurring n-grams included both supporting and opposing terms. Driven by this
early insight, we randomly sampled 100 users each from the Yiannopoulus and Benjamin datasets.
Two researchers manually coded each user as ‘supporter’ or ‘opponent’ by reviewing the user’s
tweets in the corresponding 𝛼-D. After disagreements were resolved, this coding labeled 93 of 100
users from the Yiannapoulus sample and 98 of 100 users from the Benjamin sample as supporters.
In total, we reviewed 2000 tweets (100 users x 10 tweets per user x 2 influencers) for labeling these
two samples.

Since this coding identified such a high proportion of users as supporters, we collected the tweets
of all users in the Yiannapoulus and Benjamin datasets for our analyses of supporters’ behavior.
Note that we included only those users who posted at least 10 times pre-deplatforming during this
data curation, which spanned the period six months before to six months after the corresponding
influencer’s deplatforming event. We acknowledge that some of these users may not have been
supporters, but, as our preceding analyses indicate, they comprised only a small proportion of the
population.
Our n-gram analysis indicated that the Alex Jones dataset contained tweets posted by both

supporters and opponents of Jones. To better identify supporters, we first identified a small set
of supporters and opponents in the Jones dataset and then trained a machine learning classifier
to label more supporters. Appendix A describes process details. In total, through this process, we
labeled 2,935 users as Alex Jones supporters. Next, we collected all the tweets posted by these users
in the period six months before to six months after the deplatforming of Jones.

For each influencer, the columns # Supporters and # Supporters Tweets in Table 1 show the number
of supporters we identified and the number of tweets these supporters posted.
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Fig. 1. Methodological framework used in this study to examine how deplatforming affects (1) change in
activity around influencers (RQ 1), (2) change in the spread of ideas associated with influencers (RQ 2), and
(3) change in overall activity and toxicity levels of their supporters on the platform (RQ 3).

It is possible that our data collection coincided with organized information operations that
occurred on Twitter, using either state-operated campaigns [5, 46] or algorithmic bots [29, 36].
Following [44], we compared our data with a list of 83,669 state controlled accounts published by
Twitter between Oct 2018 and Feb 2021 [104]: none of these accounts appeared in our datasets
described in the previous subsections. Determining whether the accounts in our dataset are bot
accounts is a difficult, complex and evolving problem [34, 57] and beyond the scope of this research9.
We note that much of our analyses remains relevant even if the accounts in our dataset are part of
organized campaigns or bots because the accounts’ posts were accessible to and had an impact on
observers.

4 METHODS
Figure 1 shows the methodological framework we use to answer our research questions. In brief,
we analyzed how conversations about influencers changed after they were deplatformed, explored
how deplatforming changed the spread of ideas associated with influencers, and examined how
overall posting activity and toxicity levels of influencers’ supporters changed after deplatforming.
We divided all our datasets – tweets referencing influencers, tweets referencing influencers’

offensive ideas, and tweets posted by influencer’s supporters – into time windows of 1 day each.
We assigned an index wi to each time window, with w0 denoting the time window beginning at
the date of the corresponding influencer’s deplatforming (i.e., 09/06/2018 for Jones, 07/19/2016 for
Yiannopoulos, and 04/05/2018 for Benjamin).

9We used a popular bot detection service, Botometer, but our manual analysis of a sample of results from this service
revealed many errors. We therefore chose not to rely on this service to make claims about the activity levels of bots in our
datasets.
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4.1 Operationalizing Different Indicators of User Behavior
We now describe how we operationalized user behavior to answer our three research questions.

4.1.1 RQ1: Change in Conversations about Deplatformed Influencers. We measured three different
aspects of conversations about influencers:

• Posting activity levels.We measured the posting activity levels for each influencer 𝛼 using the
volume of tweets in the corresponding dataset 𝛼-D posted in each time window w. For this,
we iterated through each tweet in 𝛼-D and assigned it to the corresponding time window
based on the timestamp indicating when the tweet was made. Next, we aggregated all tweets
that were assigned to each time window. The total number of tweets contained in each time
window represented the activity levels corresponding to 𝛼 .

• Number of unique users. We measured the number of unique users posting about each
influencer 𝛼 in each time window w by examining the tweets assigned to that window. We
created a set of distinct users who posted these tweets and calculated the set length.

• Number of new users. For each time window 𝑤 in the dataset for each influencer 𝛼 , we
defined new users as users who had never posted about 𝛼 before𝑤 . To distinguish new from
preexisting users, we set aside an initial buffer period of seven days for which we did not
compute new users. We collected all unique users who posted in the first seven days in a set
seenUsers. Starting from the eighth day, we collected unique users posting about 𝛼 in each
time window, currentUsers(w), and we curated new users in that time window, newUsers(w),
by compiling those users who were not in seenUsers (i.e., newUsers(w) is the set difference,
currentUsers(w) − seenUsers). We iterated through each subsequent time window, adding new
users seen in that window to the set seenUsers (i.e., seenUsers = seenUsers ∪ newUsers(w)). We
repeated this process for each deplatformed influencer in our sample.

4.1.2 RQ2: Change in Spread of Offensive Ideas Associated with Influencers. As discussed in Section
3.3, we identified a set of offensive ideas, operationalized through keywords, associated with each
influencer and collected tweets referencing those keywords. We measured two key aspects of the
spread of each offensive idea: (1) number of tweets mentioning that idea, and (2) number of unique
users mentioning that idea. We again divided our tweets mentioning each idea into time windows
of one day each. Similar to our process in the previous section, we measured the volume of tweets
and number of unique users referencing each idea in each time window.

4.1.3 RQ3: Change in Overall Behavior of Supporters. As in the previous section, we divided each
supporter’s tweets into time windows of one day. We assigned an index wi to each time window,
with w0 denoting the time window beginning at the date of deplatforming of the corresponding
influencer. We measured two important aspects of supporters’ behavior:

• Posting activity levels. We measured the posting activity levels of each supporter, 𝑠 , using the
number of tweets 𝑠 posted in each time window w. For this, we iterated through each tweet
of 𝑠 and assigned it to the corresponding time window based on its timestamp. Next, we
aggregated all tweets assigned to each time window. The total number of tweets contained
in each time window represented the activity level of 𝑠 in that window.

• Toxicity levels. The influencers we studied are known for disseminating offensive content.
Can deplatforming this handful of influencers affect the spread of offensive posts widely
shared by their thousands of followers on the platform? To evaluate this, we assigned a
toxicity score to each tweet posted by supporters using Google’s Perspective API. This API
leverages crowdsourced annotations of text to train machine learning models that predict
the degree to which a comment is rude, disrespectful, or unreasonable and is likely to make
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people leave a discussion.10 Therefore, using this API let us computationally examine whether
deplatforming affected the quality of content posted by influencers’ supporters. Through this
API, we assigned a Toxicity score and a Severe Toxicity score to each tweet. The difference
between the two scores is that the latter is much less sensitive to milder forms of toxicity,
such as comments that include positive uses of curse words.11 These scores are assigned on
a scale of 0 to 1, with 1 indicating a high likelihood of containing toxicity and 0 indicating
unlikely to be toxic. For analyzing individual-level toxicity trends, we aggregated the toxicity
scores of tweets posted by each supporter 𝑠 in each time window𝑤 .

We acknowledge that detecting the toxicity of text content is an open research problem and difficult
even for humans since there are no clear definitions of what constitutes inappropriate speech [116].
Therefore, we present our findings as a best-effort approach to analyze questions about temporal
changes in inappropriate speech post-deplatforming.

4.2 Causal Inference
The causal inference question we explore is whether the deplatforming of offensive influencers
like Alex Jones leads to a decrease in radicalization on Twitter as measured through the lens of
posting activity levels, toxicity levels, etc. To determine whether the post-deplatforming effects
observed could instead be explained by random chance, we used a causal inference strategy called
Interrupted Time Series (ITS) Regression Analysis [10]. ITS helps us measure the causal effects of
deplatforming, accounting for ongoing temporal trends for different indicators of user behavior.

In an ITS analysis, we track the dependent variable (e.g., posting activity level) over time and use
regression to determine if a treatment at a specific time (treatment for this study is the deplatforming
event) caused a behavior change (e.g., change in posting activity levels). The ITS regression models
the behavior of the pre-treatment time series to predict how the series would have looked if the
treatment had not been applied. This is usually done by regressing the behavior data on time
and including in the regression a binary indicator variable for the post-treatment time periods
(e.g., [17, 18]). It is important to regress the behavior on time; otherwise, we could easily misinterpret
a steadily increasing (or decreasing) time series as a treatment effect when comparing the averages
of behavior prior to and post treatment [10]. In this sense, an ITS regression allows us to claim
that the behavior actually changed at the treatment time (time of deplatforming) instead of simply
reflecting a general trend.

4.3 Researcher Stance
As researchers working in the contentious space of content moderation, we briefly reflect on our
position on the topic of deplatforming. We take the view that while online platforms should promote
freedom of expression and avoid excessive censorship, they must also be prepared to pull down
hate speech and conspiracy theories that can lead to offline violence. We note that deplatforming
is an organizational decision and, as researchers unaffiliated with Twitter, we do not have any
insights into how the platform decides to deplatform some accounts but not others. Instead, we
focus on examining the long-term effects of deplatforming on posting behaviors on Twitter. This
work is part of our broader research agenda [17, 51–54, 83] to evaluate a variety of moderation
interventions in their capacity to influence end-users. We use a mixed-methods user-centered
approach, combining qualitative studies, surveys and log analyses of user behavior to present a
holistic understanding of content moderation practices. We hope that this paper contributes to the

10https://github.com/conversationai/perspectiveapi/blob/master/2-api/models.md
11https://support.perspectiveapi.com/s/about-the-api-attributes-and-languages
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(a) Posting Activity Levels (b) Number of Unique Users (c) Number of New Users

Fig. 2. Variations in (a) posting activity levels, (b) number of unique users, and (c) number of new users
posting about Alex Jones, Milo Yiannopoulos, and Owen Benjamin before and after their deplatforming.
Results show that for each metric and each influencer, activity levels declined after deplatforming.

Table 4. Interrupted Time Series (ITS) regression results for volume of tweets, number of unique users,
and number of new users corresponding to each deplatformed influencer in our sample. We include the 𝛽
coefficients for the post-treatment indicator from ITS regression and the percentage change in each metric
caused by deplatforming. In each case, 𝛽 is significant with p<.001. Results show a highly significant causal
effect of deplatforming on the substantial decrease in activity levels.

# Tweets # Unique Users # New Users
Influencer Coeff % Change Coeff % Change Coeff % Change

Alex Jones -2.06 -87.25% -1.88 -84.74% -1.87 -84.59%
Milo Yiannopoulos -2.35 -90.46% -2.1 -87.75% -2.12 -88.00%
Owen Benjamin -3.74 -97.62% -3.23 -96.04% -3.32 -96.38%

current important debates on deplatforming and inspires further research on its political, social
and legal impacts.

5 RESULTS
5.1 RQ1: Change in Discussions about Deplatformed Influencers
To assess the change in discussions, we employed a separate poisson regression model for analyzing
data corresponding to each metric (volume of posts, number of unique posters, new user influx)
and each influencer in our study:

𝑦𝑡 = 𝑐 + 𝛼𝑡 + 𝛽𝑖𝑡 , (1)

where 𝑡 is the date, which takes values between −180 and +180 and equals 0 on the day of de-
platforming; 𝑦𝑡 is the statistic we are modeling; and 𝑖𝑡 is an indicator variable equal to 1 for days
following deplatforming (i.e., 𝑡 > 0), and 0 otherwise.

5.1.1 Temporal Changes in the Volume of Posts Following Deplatforming. Figure 2(a) shows the
temporal trends in posting activity levels corresponding to the three deplatformed accounts from
our sample. As this figure shows, we observe dramatic drops after deplatforming in each case.
To causally attribute these drops to deplatforming events, we performed ITS analyses of posting
volumes for each deplatformed influencer. Table 4 presents results of these analyses, which show
that deplatforming significantly reduced the number of posts referencing each influencer by 91.77%
on average.
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5.1.2 Temporal Changes in the Number of Unique Posters Following Deplatforming. Next, we analyze
whether the number of unique users posting about the three influencers in our sample changed
after deplatforming. Figure 2(b) shows the temporal trends in the number of users referencing
each influencer. We found that in each case, the number of users precipitously declined after
deplatforming. To verify that these drops were attributable to deplatforming and not to existing
temporal trends, we conducted ITS analyses on the number of unique users. Table 4 presents the
results of these analyses, which suggest that even after controlling for linear temporal trends,
deplatforming was associated with a reduction in the number of unique posters tweeting about
influencers: across the three influencers, deplatforming reduced the number of unique posters by
an average of 89.51%.

5.1.3 Temporal Changes in New User Influx Following Deplatforming. Influential public figures
who spread conspiracy theories and post offensive content can attract an increasing number of new
people to such content. Therefore, it is vital to consider whether deplatforming such figures can
reduce the influx of new users who are attracted to them. Figure 2(c) shows the temporal trends
in the number of new users referencing the three influencers we study. This figure shows that
for each deplatformed influencer, the number of new users posting about them dropped steeply
post-deplatforming.
Again, to verify that these drops were attributed to deplatforming and not just to existing

temporal trends, we conducted ITS analyses on the number of new users. Table 4 shows the results
of these analyses, which reveal that in all cases, deplatforming reduced the number of new users
tweeting about the corresponding influencer. Across the three influencers, deplatforming reduced
the number of new users by an average of 89.65%. This suggests that deplatforming can help reduce
the influx of new users who are attracted to offensive influencers.

5.1.4 Further Analysis of the Sudden Drops. Noticing the sudden drops in all measured metrics
for the three deplatformed accounts, we further analyzed the mechanisms that could help explain
these drops. First, looking at the raw counts of these metrics around the dates of deplatforming, we
observed a sudden increase in posting activity immediately before the deplatforming events that
dissipated quickly after the bans. Analyzing a sample of these posts, we found that they referred to
the unpopular offline events that these influencers were involved in. Such events also could have
ultimately contributed to the deplatforming decisions. For example, Jones tweeted out a video of
himself heckling the CNN reporter Oliver Darcy, and Twitter’s announcement of banning Jones
noted:

“Today, we permanently suspended @realalexjones and @infowars from Twitter and
Periscope. We took this action based on new reports of Tweets and videos posted yesterday
that violate our abusive behavior policy, in addition to the accounts’ past violations.”12

In light of such offline events, many opponents of these influencers called for banning them from
Twitter. Such calls promptly declined after deplatforming occurred, which partially explains the
sudden drop in posting activity metrics. We also found that once banned, the number of tweets
mentioning these influencers’ handles drastically declined (see Table 5). We posit that this happened
because once an influencer is banned, his tweets and user handle are no longer accessible on the
platform, thereby reducing the ways in which users can directly interact with him. This could also
have contributed to the sudden drops in posting metrics corresponding to each influencer.

5.1.5 Accounting for Control Influencers. To ascertain that the post-deplatforming changes we
observed reflected the effects of deplatforming and not Twitter-wide trends, we conducted an

12https://twitter.com/TwitterSafety/status/1037804427992686593
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Before After
Alex Jones 519.6 3.2
Milo Yiannopoulos 92.9 41.7
Owen Benjamin 115.6 1.9

Table 5. Mean number of tweets daily mentioning each influencer before and after his deplatforming

# Tweets # Unique Users # New Users
Influencer Coeff % Change Coeff % Change Coeff % Change
Alex Jones -1.01 -63.58 -0.96 -61.71 -1.31 -73.02
Milo Yiannopoulos -1.66 -80.99 -1.56 -78.99 -1.48 -77.24
Owen Benjamin -1.55 -78.78 -1.68 -81.36 -1.04 -64.65

Table 6. Comparative design Interrupted Time Series regression results for volume of tweets, number of
unique users, and number of new users corresponding to each deplatformed influencer in our sample. We
include the 𝛽 coefficients for the interaction between post-treatment indicator and isDeplatformed indicator
from ITS regression and the percentage change in each metric for deplatformed influencers when compared
to control influencers. In each case, 𝛽 is significant with p<.001. Results show a highly significant causal effect
of deplatforming on the substantial decrease in activity levels even when compared to similar influencers
who were not deplatformed.

(a) Posting Activity Levels (b) Number of Unique Users (c) Number of New Users

Fig. 3. Variations in (a) posting activity levels, (b) number of unique users, and (c) number of new users
posting about Drudge Report, Steven Crowder and Gateway Pundit, who served as controls for Alex Jones,
Milo Yiannopoulos, and Owen Benjamin respectively. The graphs are plotted around the deplatforming date
of the corresponding treatment influencers in each case. Results show that for each metric and each control
influencer, activity levels did not change substantially after deplatforming.

additional set of comparative design ITS analyses by including the posting metrics for control
accounts in each of our regression analyses. We added a binary variable isDeplatformed to our
model that distinguished data entries for deplatformed and control accounts. Table 6 presents the
results of these analyses, which suggest that deplatformed influencers saw a significant reduction
in their post-deplatforming posting metrics as compared to control influencers. Figure 3 also shows
that the activity levels for control influencers did not substantially change around the deplatforming
date of their corresponding treatment influencer.

5.2 RQ2: Change in the Spread of Ideas Associated with Influencers
We next describe our findings on how deplatforming affected the spread of ideas associated with
influencers. As discussed in Section 3.3, we manually curated the list of ideas to test for this
analysis. What follows is, of course, not a comprehensive list of ideas popularized by influencers;
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Table 7. Results analyzing the spread of ideas associated with Jones, Yiannopoulos and Benjamin. We show
the pre- and post-deplatforming mean (𝜇) daily (1) volume of tweets mentioning these keywords, and (2)
number of unique users posting these tweets. The 𝛽 coefficient and p-value for the post-treatment indicator
from ITS regression, as well as the percentage change in tweet volume and number of unique users caused by
deplatforming, are also included. These results suggest that the spread of most of these ideas was reduced
due to deplatforming. Here, p<.05: *, p<.01: **, p<.001: ***

Influencer Keyword Tweets Volume Unique Users
Pre 𝜇 Post 𝜇 Coeff % Change Pre 𝜇 Post 𝜇 Coeff % Change

Alex Jones

bilderberg 467 585 0.06*** 6.18% 208 168 -0.51*** -39.95%
#chemtrails 126 116 0.06** 6.21% 80 78 0.1*** 10.52***%
deepstate 3882 3064 -0.22*** -19.75% 3099 2470 -0.24*** -21.34%
#followthewhiterabbit 125 41 0.55*** 73.33% 46 16 0.2*** 22.14%
#qanon8chan 159 58 0.64*** 89.64% 63 20 0.38*** 46.23%
#pedogate 292 98 -1.03*** -64.3% 175 65 -1.16*** -68.65%
#pedowood 61 27 -2.17*** -88.58% 38 18 -2.27*** -89.67%
#pizzagate 270 117 -0.66*** -48.31% 184 90 -0.74*** -52.29%
sandy hook 727 517 -0.18*** -16.47% 616 428 -0.23*** -20.55%

Milo
Yiannopoulos

#stopislam 466 167 -0.03* -2.96% 247 52 -0.47*** -37.5%
#fuckislam 16 10 -1.2*** -69.88% 12 8 -0.92*** -60.15%
#cuck 28 44 0.11** 11.63% 19 31 0.12** 12.75%
#islamistheproblem 115 42 -0.45*** -36.24% 61 30 -0.37*** -30.93%
regressives 84 88 -0.07** -6.76% 39 42 -0.08** -7.69%
faggots 1865 1494 -0.04*** -3.92% 1619 1281 -0.04*** -3.92%
triggering 750 769 -0.88*** -58.52% 702 721 -0.88*** -58.52%
antisjw 8 14 0.24*** 27.12% 8 12 0.23** 25.86%

Owen
Benjamin

#soyboy 28 21 -0.59*** -44.57% 24 19 -0.62*** -46.21%
the n word 824 897 0.17*** 18.53% 688 769 0.16*** 17.35%
blackballed 117 94 -0.02 -1.98% 110 89 -0.02 -1.98%

however, this analysis offers some preliminary insights into how deplatforming impacts not just
the popularity of influencers (as seen above) but also of the offensive topics they promote.
As described in Section 3.3, we collected for each keyword all tweets containing that keyword

posted in the period six months before to six months after the deplatforming of the corresponding
influencer. Similar to our analyses in the previous section, for each keyword, we conducted a
separate ITS analysis on posts referencing that keyword to measure how deplatforming affected
its use. We use the same regression model as in equation 1 to model the metrics corresponding to
each keyword. Table 7 shows the results of these regression analyses for daily volume of tweets
and number of unique users. It also displays the mean daily pre- and post-deplatforming values for
the two metrics. Figure 4 shows these trends for a sample of the keywords.
We found that deplatforming reduced the tweet volume and the number of users referencing

a majority of the analyzed keywords; this demonstrates the effectiveness of deplatforming in
reducing the spread of toxic content as well as the number of individuals who spread it. However,
we also found a number of exceptions, including #chemtrails, #qanon8chan and the n word, that
increased in frequency after deplatforming. This suggests that in the aftermath of deplatforming,
some offensive ideas and conspiracy theories may still continue to gain traction by the supporters
of deplatformed influencers. Or, although these keywords were used more frequently by supporters
of their corresponding deplatformed influencer than by supporters of other influencers in our
sample (which is why we selected them for our analyses (Section 3.3)), they may also be popular in
other contexts, and an increase in their use may not be related to deplatforming.
Overall, these results suggest that deplatforming helped reduce the spread of a majority of

offensive ideas associated with deplatformed users. This highlights how deplatforming may help
improve the quality of conversations on the platform.
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(a) Posting Activity Levels (b) Number of Unique Users

Fig. 4. Variations in daily (a) posting activity levels and (b) number of unique users using keywords selected
at random from the list of ideas we analyze. Results show a decrease in activity levels after deplatforming for
most keywords.

(a) Median Posting Activity Levels (b) Median Severe Toxicity Levels

Fig. 5. (a) Median posting activity levels, and (b) median Severe Toxicity scores of the supporters of Jones,
Yiannopoulos and Benjamin pre- and post-deplatforming. Results show a decrease in both activity and
toxicity levels after deplatforming each influencer.

5.3 RQ3: Change in Supporters’ Behavior
We next analyze changes in the overall activity of supporters.

5.3.1 Change in Posting Activity Levels of Supporters Post-Deplatforming. Figure 5(a) shows the
temporal trends in median posting activity levels for the supporters of the three influencers we
studied. We observe drastic drops in posting levels after deplatforming in each case. We further
confirmed this finding through Wilcox signed-rank tests. For each influencer, we created lists of
pre- and post-deplatforming posting levels of their supporters. Next, we conducted a Wilcoxon
signed-rank test between these two lists to determine the effects of deplatforming on posting levels.
As shown in Table 8, these analyses highlight a statistically significant median decrease in posting
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Table 8. Results for Wilcoxon signed rank tests comparing the pre- and post-deplatforming posting activity
levels of supporters of Jones, Yiannopoulos and Benjamin. We include the median number of pre- and post-
deplatforming tweets, the percentage median change in number of tweets, as well as the W, p and z-values.
Results show that overall activity levels of supporters declined significantly in each case after deplatforming.
Here, p<.001: ***

Pre Median Post Median Median diff % W z

Alex Jones 1622 1322 -9.31% 1558191*** -12.96
Milo Yiannopoulos 1235 1033 -9.96% 6471036*** -15.65
Owen Benjamin 819 573 -18.50% 14701*** -5.46

Table 9. Summary of ITS regression results for posting activity levels of supporters of Jones, Yiannopoulus and
Benjamin. For each influencer, we show the total number of supporters, the total number of supporters who
significantly increased and decreased their posting levels after deplatforming, and the median percentage
change in posting levels caused by deplatforming. For each influencer, fewer supporters significantly increased
their posting levels after deplatforming than decreased them.

# Supporters Sig. Increase (Median % Change) Sig. Decrease (Median % Change)

Alex Jones 2,935 934 (73.33%) 1,234 (-51.32%)
Milo Yiannopoulos 5,827 1,845 (91.55%) 2,506 (-59.55%)
Owen Benjamin 304 62 (108.55%) 168 (-67.69%)

activity levels of each influencer’s supporters after deplatforming.13 Across the three influencers,
we observed an average median decline of 12.59% in the volume of tweets posted by their supporters.
This suggests that deplatforming an influencer may drive their most ardent supporters away from
the platform.

For each influencer, we also conducted an ITS regression analysis for each supporter and calcu-
lated the number of supporters who significantly14 changed their posting levels after deplatforming.
Table 9 shows the results of these analyses. These results indicate that for each influencer, the
number of supporters who significantly increased their posting activity due to deplatforming was
lower than the number of supporters who significantly decreased their posting activity. However,
in each case, the former group showed a higher median increase in their posting activity levels than
the decrease in posting activity levels shown by the latter group. This shows that deplatforming
did not deter all supporters, and, indeed, fired up a small set of supporters to post more than before.
Still, as our Wilcoxon signed-rank tests show, the overall effect was a decline in posting levels of
supporters after deplatforming.

5.3.2 Change in Toxicity Levels of Supporters Post-Deplatforming. We next analyzed the change in
toxicity levels of each influencer’s supporters post-deplatforming. As described in section 4.1.3,
we measured toxicity levels using two Perspective API scores: Toxicity and Severe Toxicity. We
obtained qualitatively similar results for both scores, so we present for brevity only the results of
Severe Toxicity scores.

Figure 5(b) shows the temporal trends in median Severe Toxicity scores of the supporters of the
three influencers. Each point in these plots represents for a given date the median of the average

13To test whether deplatforming led to short-term disruptions that affected these results, we also conducted all Wilcoxon
signed-rank tests on the same datasets but excluded the tweets posted in the period one month before to one month after
deplatforming. These analyses produced qualitatively similar results.
14Significance measured at p<.01.
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Table 10. Results for Wilcoxon signed rank tests comparing the pre- and post-deplatforming Severe Toxicity
scores of supporters of Jones, Yiannopoulos and Benjamin.We include themedian pre- and post-deplatforming
Severe Toxicity scores, the percentage median change in these scores, as well as the W, p and z-values. These
results show that supporters’ toxicity levels significantly reduced after deplatforming in each case. Here,
p<.001: ***

Pre Median Post Median Median diff % W z

Alex Jones 0.162 0.159 -1.23% 1805247*** -5.71
Milo Yiannopoulos 0.192 0.168 -12.50% 2039385*** -48.31
Owen Benjamin 0.158 0.151 -3.80% 14741*** -4.76

Table 11. Summary of ITS regression results for Severe Toxicity scores of supporters of Jones, Yiannopoulus
and Benjamin. For each influencer, we show the total number of supporters studied, the total number of
supporters who significantly increased and decreased their toxicity levels after deplatforming, and the median
percentage change in Severe Toxicity scores caused by deplatforming. For each influencer, most supporters
did not significantly change their toxicity scores. In each case, fewer supporters significantly increased their
toxicity levels than decreased them.

# Supporters Sig. Increase (Median % Change) Sig. Decrease (Median % Change)

Alex Jones 2,935 87 (5.13%) 172 (-3.92%)
Milo Yiannopoulos 5,827 341 (6.18%) 506 (-4.88%)
Owen Benjamin 304 6 (7.79%) 8 (-6.29%)

toxicity scores of all supporters on that date. This figure indicates that for all three influencers,
supporters’ toxicity levels declined after deplatforming.

Next, we statistically measured whether significant differences occurred in the toxicity scores of
supporters’ posts after the influencers were deplatformed. For each influencer, we created a list
of pre-deplatforming average Severe Toxicity scores for each of their supporters and another list
containing post-deplatforming average Severe Toxicity scores for each supporter. Next, we conducted
Wilcoxon signed-rank tests between these two lists to evaluate the effects of deplatforming on
Severe Toxicity scores. Table 10 shows the results of these tests, which reveal that toxicity levels of
each influencer’s supporters significantly dropped after deplatforming: across the three influencers,
we observed a median decline of 5.84% in the toxicity levels of their supporters on average. This
suggests that absent the influence of deplatformed accounts, supporters may reduce their toxicity
and improve their behavior.
We also analyzed individual-level toxicity trends. For each influencer, we conducted an ITS

analysis for each supporter and calculated the number of supporters who significantly15 changed
their toxicity levels after deplatforming. Table 11 shows the results of these analyses, which indicate
that for each influencer, most supporters did not significantly change their toxicity scores. Still,
the number of supporters who significantly increased in toxicity after deplatforming is lower than
the number of supporters who significantly decreased in their toxicity. In each case, we also found
that the former group showed a slightly higher median increase in their toxicity levels than the
decrease in toxicity levels shown by the latter group. This indicates that deplatforming worsened
the posting outcomes of a small group of supporters. Still, as our prior Wilcoxon signed rank test
results show, although deplatforming did not reform all supporters, its overall effect was to reduce
toxicity after deplatforming.

15Significance measured at p<.01.
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6 DISCUSSION
Taken together, our findings show a robust effect of deplatforming offensive influencers on disrupt-
ing the growth of communities formed around them. We now discuss the theoretical and design
implications of this work, note its limitations, and suggest directions for future work.

6.1 Deplatforming Effectively Reduces Offensive Influencers’ Impact and Lessens
Toxic Rhetoric

Conversations around influencers are reduced. Before this work, it was not clear whether or how de-
platforming would affect the levels of posting activity about influencers. Certainly, these influencers
continued to actively promote their views elsewhere [3, 82]. In fact, their deplatforming on Twitter
was widely covered by multiple news outlets and provided them greater visibility, which could
lead to a Streisand effect of drawing more attention to censored individuals. However, our results
show that deplatforming significantly reduced the number of postings about these influencers.
Additionally, the number of new users and unique users posting about them declined dramatically.
Thus, we conclude that deplatforming helped reduce the overall impact of these influencers on the
platform.

We also observe that as Table 5 shows, the decline in posting activity about influencers is partly
due to a reduction in the number of tweets mentioning the influencers’ handles. This suggests that
another promising moderation strategy to reduce the impact of offensive influencers could be to
temporarily limit the number of replies they receive or to disable auto-completion of their handles
when tweets are composed. This milder intervention could help encourage influencers to improve
their behavior so as to avoid getting deplatformed.

Spread of offensive ideas associated with influencers are reduced. We analyzed the spread of many
offensive ideas associated with the deplatformed influencers. Our ITS analyses show that even
after controlling for temporal trends, deplatforming helped reduce the spread of many of these
anti-social ideas and conspiracy theories. This suggests that deplatforming diminishes not just the
influence of banned individuals, but also of their ideas.

Activity and toxicity levels of supporters are reduced. Deplatforming influencers could have fired
up their supporters and raised their posting activity and toxicity levels. Extremist communities
are often motivated by alleged aggrieved victimhood to draw greater support [70, 96], and the
deplatforming of their leaders could have been a call to arms. However, our analysis of the long-term
activity of their supporters reveals that deplatforming helped reduce their overall posting activity
and toxicity levels. Since the influencers we studied were deplatformed at different times, it is
unlikely that the changes we observed are reflective of isolated Twitter-wide trends.

Thus, deplatforming can have wide-ranging and longer-term positive consequences on platform
health.

6.2 Platforms Must Deplatform Influencers Who Promote Offensive Speech Even at
the Cost of Lost Advertising Dollars

We found that deplatforming influencers reduced the posting activity levels of hundreds of their
supporters. Therefore, it might not be in the financial interests of platforms to conduct deplatforming.
Many critics have raised concerns about the financial benefits from advertising dollars that are
potentially tied to allowing toxic content to remain on these platforms [16, 31]. Indeed, some
evidence suggests that platforms appear willing to bend their rules for popular extremist influencers.
According to leaked internal Facebook materials reviewed by NBC, Facebook executives removed
“strikes” from the accounts of several high-profile influencers, like Charlie Kirk and Diamond
and Silk, who had shared viral misinformation [97]. Similarly, a Bloomberg report suggested that
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YouTube was hesitant to police videos shared on its platform because it feared that doing so would
lower supporter engagement [8]. However, platforms should recognize that when they allow people
who promote toxic speech to spread their views in the name of free speech, they are degrading
women, minorities and other vulnerable groups and minimizing their dignity. Further, and possibly
of more concern to these platforms, these groups may abandon social media use if it continues to
represent toxic rhetoric.
In light of these concerns, it is vital that platforms clarify their commitment to respecting the

dignity of all their users and deplatform offensive influencers when appropriate. As our analyses
show, deplatforming can help reduce the spread of offensive ideas and diminish the toxicity in posts
made by certain user groups. Therefore, judiciously using this strategy may allow platforms to
address the problem of online radicalization, a worthy goal to pursue even if it leads to short-term
loss in advertising dollars.

6.3 Platforms Must Defend Against the Second-order Harms of Deplatforming
We found that deplatforming increased the prevalence of some offensive ideas we tested in this
study. Therefore, platforms should be cautious in the aftermath of deplatforming about certain user
groups that may increase their spread of vitriolic ideas and conspiracy theories associated with
the banned influencer. Careful moderation of posts containing these ideas may help reduce the
negative consequences of deplatforming. For this, our methods for identifying relevant keywords
and measuring their temporal trends may provide a useful guideline.
In a similar vein, we found that although deplatforming helped reduce the overall activity and

toxicity levels of supporters, a small group of supporters significantly increased both their activity
and toxicity levels. Thus, platforms should attend to how deplatforming may impact the activities
of other users associated with the banned accounts and regulate their activities when necessary.
Our data collection and methodological approach may prove helpful in identifying supporters and
analyzing their change in behaviors. We also observed that far fewer supporters changed their
toxicity levels after deplatforming than changed their posting activity levels (Tables 9 and 11). This
suggests that in the face of platform interventions, users may not reform their behavior as much as
they change their posting levels.

6.4 Toward Building a Theory for Effective Moderation Interventions
Given the effectiveness of deplatforming that we highlight, we hope that this research serves
as a lever to open discussions about determining appropriate thresholds for deplatforming. The
proposed methods and data cleaning procedures are generic and can be generalized to evaluate
deplatforming in other contexts, e.g., on Facebook and Instagram. Our analyses employ new metrics
that can be used to evaluate the second-order effects of moderation interventions. In conjunction
with prior literature [6, 18, 51, 53, 59, 95] that evaluates the effectiveness of moderation strategies
like banning, quarantining, and offering explanations for post removals, this research contributes
to building a theory [59, 100, 101] that prescribes for community managers which moderation
interventions they should deploy and under what circumstances.

6.5 Limitations and Future Work
Focus on EffectsWithin Twitter.We examined the influence of deplatforming controversial influencers
only on the platforms on which they were banned. It is likely that on being banned, these influencers
migrate to other platforms and continue to propagate their ideas. Indeed, prior research notes that
after their deplatforming, Alex Jones and Milo Yiannopoulos moved to Gab [3, 86]. Additionally,
Alex Jones asked his supporters to migrate to Infowars, a fake news website he owns. In future
work, it would be fruitful to examine the factors that influence supporters to follow deplatformed
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individuals to other platforms and analyze how the perceived illegitimacy of deplatforming affects
the community dynamics.

For the cases we studied, we observed that multiple mainstream platforms like Facebook, Twitter
and YouTube deplatformed these influencers in quick succession. Although we have conducted our
analyses only on Twitter, it seems likely that migration of influencers’ supporters to other online
spaces would be severely hampered when multiple popular platforms engage in deplatforming.
Therefore, we suspect that when platforms learn from one another and deplatform offensive
influencers, they can substantially reduce these influencers’ ability to propagate toxic speech and
recruit supporters. While these influencers may find a home on smaller or more secret platforms,
it may still starve them of victims to target online [75]. Indeed, prior research suggests that
migration to smaller platforms substantially reduces their audience size and influence [3, 86].
Further research on the factors that influence where deplatformed influencers move and the extent
to which congregating on more obscure online spaces contributes to radicalization would be
valuable.

Focus on Three Influencers and Their Supporters.We focus on three offensive influencers as case
studies in this work. However, other influencers have been deplatformed. It is likely that the indi-
vidual factors involved in each case of deplatforming would shape its effects, a productive direction
for future work. Still, the consistent results from our case studies suggest that deplatforming may
generally help reduce the influence of offensive influencers and their thousands of supporters.
We focused only on supporters of influencers because our data primarily contained users who
supported influencers. For other influencers, it might be relevant to also identify the influencers’
opponents and examine how their behavior changed after deplatforming.
Other Factors That Moderate the Effects of Deplatforming.We note that although deplatforming

caused a decline in different posting metrics for each influencer we studied, the levels and trends of
decline were quite different for each case study. For example, as Figure 2 shows, posting activity
for Yiannopoulos shows a much steeper decrease than it did for the other two influencers. This
suggests that there are additional causal factors that moderate the effects of deplatforming. Such
factors may include the number of followers an influencer has at the time of deplatforming, how the
followers perceive Twitter’s sanction of the influencer, whether the influencer has a large following
on other platforms, and whether other followers who can easily fill the gap left by the banned
influencers already exist on the platform. Analyzing the importance of such moderating factors is a
promising direction for future research.
Use of Keywords as a Proxy For Ideas. In Section 3.3, we used keywords as a proxy for offensive

ideas associated with influencers. Although simple, the use of keywords for this task is effective: we
found that users often intentionally employed the hashtags in this list to spread the corresponding
ideas. We note that our selection of keywords is manually guided and exploratory; with larger
datasets (e.g., tweets corresponding to many more influencers), this keyword selection and analysis
can be made more robust in future work. In the future, it would be interesting to examine how
other linguistic techniques can be employed to capture the use of offensive ideas.
Role of Content Moderation is Unknown. For our analyses, we collected only those tweets that

were not removed by Twitter. It is possible that differences in content moderation before and after
deplatforming could explain the differences in activity levels we observed. However, we suspect
that this is unlikely since we observed similar patterns for the three influencers we studied, who
were deplatformed at different times. Additionally, we collected data only for those users who
were not banned by Twitter at the time of data collection, which occurred many months after
deplatforming events. Analyzing new cases of deplatforming may help clarify the extent to which
Twitter bans moderate the effects we observed.
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7 CONCLUSION
In this paper, we examined the long-term consequences of deplatforming three offensive influencers
on Twitter. Our results show that this approach minimized the impact of influencers and their ideas
as well as modulated the offensive discourse of their many supporters. We conclude that when
used judiciously, deplatforming can be an effective strategy to help detoxify social media. Going
forward, additional research is needed to identify the appropriate thresholds for deplatforming and
examine the interactions between online speech, deplatforming and radicalization.
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A IDENTIFYING ALEX JONES SUPPORTERS
As noted in section 3.4, the Alex Jones dataset contained both the supporters and opponents of
Alex Jones. We describe here how we identified the Alex Jones supporters. Note that this analysis
includes only those users who posted at least 10 times pre-deplatforming of Alex Jones.
We observed that the most frequently used hashtags in this dataset included “#FreeAlexJones”

and “#BanAlexJones.” Our manual analyses of 50 tweets containing each of these keywords also
showed that the posters clearly displayed a pro-Alex Jones stance when using “#FreeAlexJones”
and anti-Alex Jones stance when using “#BanAlexJones.” For instance, these tweets are typical
examples of posts using the keywords “#FreeAlexJones” and “#BanAlexJones” respectively:

“Infowars is the least biased of all major news sources! #StopTheBias #FreeAlexJones
#ImAlexJones #HillaryForPrison”
@Twitter @TwitterSupport @TwitterSafety you should ban Alex Jones! #BanAlexJones

In view of this, we collected users who used the hashtag “#FreeAlexJones” at least 5 times but
never used the hashtag “#BanAlexJones” in the Alex Jones dataset, and labeled them as supporters.
Similarly, we collected all users who employed the hashtag “#BanAlexJones” at least 5 times but
never used the hashtag “#FreeAlexJones,” and labeled them as opponents. Through this process, we
labeled 602 users as supporters and 110 users as opponents.
To evaluate the quality of these labels, we randomly sampled 50 supporters and 50 opponents,

and manually reviewed their tweets to check their stance towards Alex Jones. In total, we reviewed
1000 tweets (100 users x 10 tweets per user) during this process. This manual review did not change
our labels for any user, which indicated that our approach to identify supporters and opponents
had a high precision.
Next, we used the labeled supporters and opponents to build machine learning classifiers and

conduct label propagation. We first collected tweets posted by supporters and opponents in the 𝛼-D
dataset for Alex Jones. We used many features to build these classifiers that we describe next:

A.1 Classifier Features
We used three sets of features: (1) Behavioral features, (2) Hashtag features, and (3) Bag of words
features. Next, we detail these features.

Behavioral Features: (1) Number of tweets, (2) Average number of hashtags per tweet, and (3)
Average number of mentions per tweet. We used these features because our manual analysis of
tweets posted by supporters and opponents indicated that Alex Jones supporters were more active
than opponents, and they often used many hashtags and mentions in their tweets as a way to reach
broader audiences. For example, one supporter posted this tweet:

@prisonplanet @randpaul @realalexjones #texas #dallas #garland #tcot #ttcot #wheelsup
indicting corrupt public official w grand jury @donaidtrumpreal how to clean out the
swamp in your own back yard... https://www.real.video/5827076793001

Hashtag Features: We extracted each hashtag used by supporters and opponents, and constructed
a vocabulary containing only the top 5000 most frequent hashtags. We used these 5000 hashtags as
features and calculated their values to be the relative frequency of occurrence of the corresponding
hashtag in their tweets. We did not use the hashtags “#FreeAlexJones” and “#BanAlexJones” as
features because they were used to assign the initial labels.

Bag of Words Features: Finally, we tokenized the tweets (converted to lowercase), i.e., we
divided the tweet text into words, and discarded stopwords.16 Using these words, we extracted

16We used the English language stopwords derived from NLTK corpus. We also added “#FreeAlexJones” and “#BanAlexJones”
as stopwords.
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unigrams, bigrams and trigrams from the text, and constructed a vocabulary containing only the
5000 most frequent n-grams. Next, we extracted the term frequency-inverse document frequency
(TF-IDF) values of these n-grams for each user [2]. The TF-IDF algorithm weighs how often a term
appears in a document (tweet), but normalizes this weighting by the frequency of that term in the
entire collection. We used the TF-IDF values derived through this process as features during the
classification phase.

A.2 Classification Tests
We ran classification tests using Logistic Regression, Random Forest, Support Vector Machine, and
Naive Bayes algorithms, using all three categories of features described above and optimizing each
classifier’s performance through a parameter search. These tests showed the best F-1 scores when
using Logistic Regression with liblinear algorithm and L1 regularization. A 10-fold cross validation
test using this algorithm gave the following mean performance:

Precision: 0.983
Recall: 0.995
F-1: 0.989

We next used this best-performing classifier to label the rest of users in the Alex Jones dataset.
To ensure a high accuracy of our labels, we sorted users classified as supporters (opponents) in
decreasing order of the classifier’s probability estimates, and assigned the top third of such users as
supporters (opponents).

A.3 Validation through human evaluation
As an additional validation step, we employed human evaluation to assess the quality of classifier
predictions. We first randomly selected 50 users labeled as supporters and 50 users labeled as
opponents by our classifier. Next, we randomly selected 15 tweets that each user posted. A coder
manually reviewed each user’s tweets and assigned that user an “Alex Jones supporter” or “Alex
Jones opponent” label. This involved reviewing 1500 tweets (100 users x 15 tweets per user). This
post-hoc analysis showed that our classifier labels matched with the coder’s labels in 94 out of
100 cases. We considered this performance as sufficiently accurate to conduct our subsequent data
collection and analyses.
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