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Abstract

Reinforcement learning (RL) methods have achieved impressive results in simulated environments and

games, but only recently have they been deployed to solve real-world problems. This is due in part

to the instability of these methods, their relative sample inefficiency, and the difficulty of attributing

reward to individual steps within the long trajectories characteristic of real-world tasks. To address

these challenges, this dissertation presents approaches to problem formulation, representation learning,

effective reward attribution, and scalable curation of high-quality multi-step trajectories. To ground

these principles, I will introduce RL agents capable of solving real-world challenges in two disparate

areas: chip design and language modeling. First, I will describe AlphaChip, a deep reinforcement

learning method capable of generating superhuman chip layouts in hours, rather than weeks or

months of human effort. AlphaChip was one of the first reinforcement learning methods deployed to

solve a real-world engineering problem, and it has designed chip layouts in the last four generations

of Google TPU, as well as other chips across Alphabet and by external chipmakers. Next, I will

introduce Step-Wise Reinforcement Learning (SWiRL), a reinforcement learning and synthetic data

generation method that improves the ability of large language models (LLMs) to perform multi-step

reasoning and use tools. Finally, I conclude with a new dataset for evaluating the performance of

LLM-based RL agents on challenging multi-step reasoning tasks, and discuss open problems and

opportunities in this new frontier.
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— Charles Jaffe, Chess Review, May 1946



Chapter 1

Introduction

1.1 Reinforcement Learning for Sequential Decision-Making

When I started my PhD in 2019, the research community harbored doubts about the reliability

and effectiveness of reinforcement learning (RL) methods, questioning whether such methods could

be used to solve real-world problems or whether they even worked at all [91]. This gap stemmed

largely from the instability of these methods [154, 127], their relative sample inefficiency [11, 193],

and the difficulty of attributing reward to individual steps within the long trajectories characteristic

of real-world tasks [146, 145, 194, 166, 32].

To address these challenges, my dissertation presents approaches to problem formulation, rep-

resentation learning, effective reward attribution, and scalable curation of high-quality multi-step

trajectories. To illustrate these principles, I will introduce RL agents capable of solving real-world

challenges in two disparate areas: chip design and language modeling.

In the first half of this dissertation, I will motivate the use of reinforcement learning for placement

optimization, a combinatorial optimization task that is commonly found in systems and chip design.

I will then introduce AlphaChip, a deep reinforcement learning method capable of generating

superhuman chip layouts in hours, rather than weeks or months of human effort. AlphaChip was one

of the first reinforcement learning methods deployed to solve a real-world engineering problem, and

it has designed chip layouts in the last four generations of Google TPU, as well as other chips by

Alphabet and external chipmakers. Finally, I will discuss the subsequent impact of this method and

the research discussions surrounding it.

In the second half, I will introduce SWiRL (Step-Wise Reinforcement Learning), an approach

to synthetic data generation and reinforcement learning that improves the ability of large language

models (LLMs) to perform multi-step reasoning and tool use. In particular, I target multi-hop

question-answering and mathematical reasoning. I will then describe COMPASS-QA, a new dataset

2
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designed for evaluating LLM performance on challenging multi-step reasoning tasks and for training

LLM-based RL agents in these domains. I will conclude this dissertation by presenting a new dataset

for training and evaluating the performance of LLM-based RL agents on challenging multi-step

reasoning tasks, and discuss open problems and opportunities in this new frontier.

Placing the nodes of a chip onto a 2D canvas may seem wildly different from solving mathematical

reasoning problems or answering multi-hop questions using a search engine, and yet these tasks

share common structure. In all cases, they involve performing a sequence of non-trivial decisions,

culminating in a final solution. This dissertation demonstrates that these types of tasks can be

effectively addressed by deep neural networks optimized with reinforcement learning, using the

approaches developed in this dissertation to mitigate the RL pitfalls outlined above.

My long-term research objective was to build computer systems capable of understanding and

generating human language, and as we asymptotically approach this goal, it shifts to designing highly

intelligent LLM agents. Compute is the fuel for progress in Natural Language Processing (NLP),

as demonstrated particularly clearly by neural scaling laws [83, 106, 85]. I chose to pursue this

dissertation topic because I believe that RL for sequential decision-making is a powerful framework

that unifies much of my work. Furthermore, my work initiates a recursive feedback loop between

hardware and AI, where advances in AI lead to stronger hardware, which leads to stronger AI, and

so on. Indeed, TPUs with superhuman chip layouts designed by AlphaChip were used to train and

evaluate all of the models and datasets described in the second half of this dissertation.

1.2 A Brief History of Reinforcement Learning

Reinforcement learning (RL) is a branch of machine learning, in which an agent learns by interacting

with an environment and receives positive or negative reward as a result of its actions1 [193]. In this

section, I will provide an abbreviated history of reinforcement learning to contextualize the work

presented in this dissertation.

The theoretical underpinnings of reinforcement learning trace back to the early 1900s and are

rooted in an unlikely marriage between animal psychology and control theory. In psychology, Edward

Thorndike’s “Law of Effect” in the early 20th century proposed that behaviors followed by positive

feedback are more likely to be repeated, establishing a fundamental principle of learning from feedback

[201]. In control theory and operations research, Richard Bellman’s work on dynamic programming

in the 1950s provided a mathematical framework for making optimal sequences of decisions over

time [21]. Together, these separate lines of research formed the conceptual foundation of RL, namely

learning through trial-and-error interaction with an environment to achieve a goal.

In 1959, Arthur Samuel introduced a checkers-playing program that arguably represents the first
1See Section 2.3 for a brief introduction to reinforcement learning.
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reinforcement learning approach, or at least a clear precursor. This pioneering work shared many

key elements of what later came to characterize the field of reinforcement learning. For example,

it featured a lookup table containing all board positions ever seen, a scoring function to evaluate

how favorable a particular position was, and the ability to adjust its own weights and learn from

experience via self-play [175]. However, Samuel’s mathematical formulation differed substantially

from subsequent work, taking a more heuristic and practical approach that was distinct from the

formalisms of dynamic programming [193].

In the 1980s and early 1990s, many seminal contributions were made to the field of reinforcement

learning, such as the introduction of the actor-critic architecture [20], temporal-difference (TD)

learning [194], and other model-free algorithms such as Q-Learning [217] and SARSA [174], which

enabled learning without an explicit model of the environment. Although these works introduced key

concepts that are still relevant today, they relied on exhaustive lookup tables covering all possible

states. As a result, for problems with large or continuous state spaces, initializing or maintaining

such a table is computationally infeasible [13, 193].

In 1995, TD-Gammon took a first step toward overcoming this fundamental limitation. In

particular, this work combined TD-learning with a neural network approximating the value function

for the game of backgammon [200]. TD-Gammon kicked off the modern era of deep reinforcement

learning, where deep neural network representations replaced exhaustive lookup tables. However,

the combination of function approximation, bootstrapping (learning from estimates), and off-policy

training proved to be a notoriously unstable recipe for divergence—‘the Deadly Triad’ as it is now

known [193]—and triggered an RL winter in which other machine learning approaches, such as

supervised learning, enjoyed much faster progress and wider adoption [205, 152].

In a watershed moment for the field, AlphaGo defeated the human world champion at the game

of Go in 2016 [186], revitalizing interest in deep reinforcement learning methods. Unfortunately,

despite promising subsequent results in games and simulations [186, 187, 209, 105, 89], RL methods

had yet to be successfully deployed to solve real-world problems. For example, even in the case of

the well-known RL for datacenter cooling paper which suggested that power consumption could

be reduced by up to 40% [172], the RL method itself was never deployed in production and the

performance gains reported were merely hypothetical.

In 2020, my collaborators and I introduced AlphaChip, a deep reinforcement learning approach

to designing chip layouts [16, 149]. AlphaChip was arguably the first RL method deployed to solve a

real-world engineering problem, and its superhuman chip layouts have been taped out in the last

four generations of Google’s Tensor Processing Units (TPUs), as well as other chips across Alphabet

and by external chipmakers. These chips have been deployed and are currently running in Google

datacenters all over the world [74]. This work will be discussed in detail in Part I of my dissertation.

AlphaChip’s publication triggered an explosion of work on AI for chip design [229, 227, 233,
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228, 42, 66, 23, 195, 29, 47, 65, 216, 28, 144]. Nevertheless, as described in Sutton’s “The Bitter

Lesson” [192], there is often reluctance to accept the application of machine learning to new areas,

and ultimately this led to some confusion around our work, which I will discuss in Chapter 4. Today,

RL approaches to chip design have been widely adopted by leading commercial Electronic Design

Automation (EDA) companies, such as Synopsys and Cadence, and heavily featured at top chip

design conferences like the Design Automation Conference (DAC)2.

In recent years, the natural language processing (NLP) community has achieved impressive results

via reinforcement learning optimization of large language models (LLMs) [45, 18, 199, 69, 12, 161].

In Part II of my dissertation, I will describe some of my work on this new frontier, where I have

focused on building agents that can reason, plan, and use tools over multiple steps to accomplish

increasingly complex tasks. Ultimately, I believe that the full potential of RL lies in multi-step

sequential decision-making, and the development of agentic AI systems capable of autonomously

solving a wide variety of real-world challenges.

1.3 Thesis Statement, Research Questions, and Contributions

Overall, my thesis is that reinforcement learning is a powerful technique whose weaknesses can

be overcome through careful problem formulation (design of the action space), representation

learning (design of the neural state representation), curation of high-quality synthetic data (to enable

generalization across tasks), and per-step reward attribution (for more stable and effective learning).

When wielded properly, RL methods are capable of having real-world impact across a broad range of

disciplines, including chip layout optimization and multi-step reasoning in large language models.

To this end, my dissertation seeks to provide insights into the following research questions:

• How can we develop RL strategies that are effective across long time horizons and multiple

steps of sequential decision-making?

• What are effective strategies to mitigate instability in RL training and enable real-world impact?

• What approaches can be employed to address the relative sample inefficiency of RL methods?

In the chapters that follow, I will discuss in detail the key lessons learned in the development and

successful deployment of RL agents across a broad range of domains and modalities, including both

chip design and language modeling. Below I summarize these findings:

Handling Long Trajectories: In the course of my dissertation work, I found that effective reward

attribution was key to scaling RL to the long trajectories characteristic of real-world tasks. For
2At DAC 2025, there is even a session entitled “Need a Break from AI? Memory-centric Computing for Beyond

Machine Learning Application”, jokingly alluding to the fact that nearly every session is now AI-related.
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example, in SWiRL, we decomposed synthetic trajectories into single actions (chains of thought

followed by tool use invocations) in the context of all prior actions, enabling the RL policy to receive

a rich and granular reward signal for each action. In contrast, for AlphaChip, we found that it was

not necessary to provide granular reward signal after each step (though we did explore this approach),

but instead focused on decomposing the task into placing a sequence of approximately 100 macros

(the most difficult part, which was previously performed by human experts), followed by invocation

of a standard cell placement tool to quickly and approximately place millions of standard cells (a

problem that was already effectively addressed by prior analytic approaches). This allowed us to

reduce the effective sequence length and enabled the effective deployment of an RL approach to chip

placement optimization with only implicit per-step signal via AlphaChip’s value network and the

edge-based graph neural network encodings of the state at each step.

Mitigating RL Instability: I found that both problem formulation (i.e., the design of the state

and action space) and representation learning (via either custom architecture and/or large-scale pre-

training) were critical to addressing the instability of RL training and enabling effective deployment.

Regarding pre-training and representation learning, we observed that this created a dramatic difference

in training stability and convergence of AlphaChip. For example, AlphaChip policies trained from

scratch had approximately a 1 in 10 chance of converging, whereas those initialized from a pre-

trained policy nearly always converged. This underscores the value of starting with a well-initialized

representation. My experience with SWiRL echoed this finding: initializing from a pre-trained Large

Language Model (LLM) provided a strong foundation, leading to remarkably stable RL training.

Beyond representation learning, problem formulation emerged as a critical factor for enhancing

RL stability. SWiRL achieved more consistent convergence by gathering trajectories offline and

subsequently employing LLMs to filter this data, disentangling the unstable tool use invocation

from the RL training. AlphaChip implemented an even more direct offline approach: chip layouts

were generated and evaluated, with only high-quality layouts being retained. This inherently im-

proved stability because the quality of the best-known layout could only monotonically increase

throughout training, providing a more consistent signal, albeit a noisy one due to imperfect proxy costs.

Addressing Sample Inefficiency: Finally, handling RL’s infamously poor sample inefficiency

required a combination of designing custom neural architectures with the appropriate inductive

bias and developing new approaches to scaling synthetic data. In AlphaChip, we developed a novel

edge-based graph neural network encoder that enabled us to effectively represent a range of input

chips and to generalize across them. This dramatically improved the sample efficiency of our RL

approach to chip floorplanning, causing it to be approximately 100× more sample efficient than

prior approaches like simulated annealing. SWiRL offered a complementary lesson: if a model
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struggles with sample inefficiency, one approach is to simply generate more samples. We found that

scaling the generation of synthetic trajectories consistently improved performance at all tested scales.

Importantly, these improvements generalized across different tasks and tools, highlighting the power

of abundant, targeted synthetic data for overcoming sample limitations in LLM-based agents.

1.4 Overview of Dissertation

This dissertation is divided into two main parts. In Part I, I will describe reinforcement learning

approaches to problems in systems and chip design. In Part II, I will explore how reinforcement

learning methods can be developed to overcome challenges in natural language processing. Here, I

provide an overview of each chapter.

Part I: Reinforcement Learning for Chip Design

The first part of this thesis focuses on RL agents for placement optimization and chip design, framing

these tasks as sequential decision-making problems that can be effectively addressed using reinforce-

ment learning.

Chapter 2: Placement Optimization with Reinforcement Learning. This chapter begins

with an overview of reinforcement learning, followed by a description of placement optimization, a

challenging category of combinatorial optimization that is a common subtask in systems and chip

design tasks. I will then motivate the use of reinforcement learning in this domain and describe

how it can be best adapted to this category of problem, including considerations for the design of

the action space, neural representation of state, reward function, and the handling of hard constraints.

Chapter 3: AlphaChip: A Graph Placement Methodology for Fast Chip Design. In this

chapter, we will describe AlphaChip, a deep reinforcement learning method capable of generating

superhuman chip layouts in hours, rather than weeks or months of effort by teams of human experts.

AlphaChip formulates chip placement as a sequential reinforcement learning problem, placing the

nodes of a chip one-at-a-time onto a 2D canvas, representing the state using a novel edge-based graph

neural network, and calculating reward signal as the weighted average of approximate wirelength,

density, and routing congestion.

Chapter 4: From Scrutiny to Silicon: Post-Publication Discussion and Impact of

AlphaChip. In this chapter, we will describe the real-world impact of AlphaChip, including its

deployment in four generations of TPU, datacenter CPUs (Axion), and other chips across Alphabet

and by external chipmakers. As one of the first RL methods deployed to solve a real-world engineering
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problem, its publication triggered an explosion of work on AI for chip design, as well as intense

skepticism and discussion within the semiconductor community, which will be summarized in this

chapter.

Part II: Reinforcement Learning for Language Modeling

The second part of this thesis develops RL agents and datasets for multi-step reasoning and tool

use in the domain of natural language processing, focusing on question answering and mathematical

reasoning. I also introduce a new dataset designed to enable evaluation and training of future

LLM-based RL agents in this domain.

Chapter 5: Synthetic Data Generation and Multi-Step Reinforcement Learning This

chapter introduces Step-Wise Reinforcement Learning (SWiRL), our approach to addressing limita-

tions of traditional single-step reinforcement learning (RL) methods for complex, multi-step language

model tasks. SWiRL employs iterative synthetic data generation and a step-wise decomposition of

trajectories for optimization. We demonstrate its effectiveness with substantial performance gains

(e.g., up to 21.5% relative accuracy improvement) on diverse benchmarks and highlight its capacity

for cross-task generalization.

Chapter 6: Benchmarking Multi-Step Reasoning and Tool Use In this chapter, we introduce

a new benchmark to measure the ability of current models to perform multi-step reasoning and tool

use. Furthermore, we describe a rubric-based LLM evaluation framework which enables consistent

evaluation of open-ended questions. We provide 700 challenging questions that require multiple steps

of reasoning and tool use to effectively answer. To enable training RL agents with these capabilities,

we provide trajectories generated by human annotators outlining the steps they took to reach the final

answer. We hope that this dataset will help researchers meaningfully benchmark the effectiveness of

new models on multi-step reasoning and tool use.

1.5 Bibliographic Notes

The chapters of my dissertation are largely based on the following publications, where * indicates

co-first authorship. For clarity, I describe my personal contributions to each co-authored publication.

• Chapter 2
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Reinforcement Learning. Association for Computing Machinery, Proceedings of the

International Conference on Physical Design 2020.
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Chapter 2

Placement Optimization With

Reinforcement Learning

2.1 Background

Placement Optimization is an important problem in systems and chip design, which consists of

mapping the nodes of a graph onto a limited set of resources to optimize for an objective, subject to

constraints. Common examples of this class of problem include placement of TensorFlow graphs onto

hardware devices to minimize training or inference time, or placement of an ASIC or FPGA netlist

onto a grid to optimize for power, performance, and area. In this chapter, we start by motivating

reinforcement learning (RL) as a solution to the placement problem. We then give an overview of

what deep reinforcement learning is. We next formulate the placement problem as a reinforcement

learning problem, and show how this problem can be solved with policy gradient optimization. Finally,

we describe lessons we have learned from training deep reinforcement learning policies across a variety

of placement optimization problems.

2.2 Placement Optimization as an RL Problem

Placement optimization is a very challenging problem as several factors, including the size and

topology of the input graph, number and properties of available resources, and the requirements and

constraints of feasible placements all contribute to its complexity. Placement optimizations of this

form appear in a wide range of science and engineering applications, including hardware design [139],

city planning [14], vaccine testing and distribution [142], and cerebral cortex layout [43]. There are

many approaches to the placement problem. A range of algorithms including analytical approaches

[113, 136, 48, 131], genetic and hill-climbing methods [50, 58, 117], Integer Linear Programming

14
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(ILP) [225, 33], and problem-specific heuristics have been proposed [184].

More recently, a new type of approach to the placement problem based on deep Reinforcement

Learning (RL) [150, 147, 239] has emerged. RL-based methods bring new challenges, such as

interpretability, brittleness of training to convergence, and unsafe exploration [55, 91]. However, they

also offer new opportunities, such as the ability to leverage distributed computing, ease of problem

formulation, end-to-end optimization, and domain adaptation, meaning that these methods can

potentially transfer what they learn from previous problems to new unseen instances.

2.3 Principles of Deep Reinforcement Learning

Most successful applications of machine learning are examples of supervised learning, where a model

is trained to approximate a particular function, given many input-output examples (e.g., given many

images labeled as cat or dog, learn to predict whether a given image is that of a cat or a dog).

Today’s state-of-the-art supervised models are typically deep learning models, meaning that the

function approximation is achieved by updating the weights of a multi-layered (deep) neural network

via gradient descent against a differentiable loss function.

Reinforcement learning, on the other hand, is a separate branch of machine learning in which a

model, or policy in RL parlance, learns to take actions in an environment (either the real-world or a

simulation) to maximize a given reward function. One well-known example of reinforcement learning

is AlphaGo [186], in which a policy learned to take actions (moves in the game of Go) to maximize

its reward function (number of winning games). Deep reinforcement learning is simply reinforcement

learning in which the policy is a deep neural network.

RL problems can be reformulated as Markov Decision Processes (MDPs) [193]. MDPs rely on

the Markov assumption, meaning that the next state st+1 depends only on the current state st, and

is conditionally independent of the past.

P (st+1|s0...st) = P (st+1|st)

Like MDPs, RL problems are defined by five key components:

• states: the set of possible states of the world (e.g., the set of valid board positions in Go)

• actions: the set of actions that can be taken by the agent (e.g., all valid moves in a game of Go)

• state transition probabilities: the probability of transitioning between any two given states.

• reward: the objective to be maximized, subject to future discounting as defined below (e.g., 1

if you win the game of Go, 0 otherwise)
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Figure 2.1: In Reinforcement Learning, an agent explores the environment and finds actions to
maximize cumulative rewards.

• discount for future rewards: how much to discount the value of future reward, due to its relative

uncertainty (e.g., a discount factor of .95 would mean that 95 dollars today is equivalent to 100

tomorrow).

At each time step t, the agent begins in state (st), takes an action (at), arrives at a new state

(st+1), and receives a reward (rt) from the environment, as shown in Figure 2.1. Through repeated

episodes (sequences of states, actions, and rewards), the agent learns to take actions that will

maximize cumulative reward.

Reinforcement learning approaches can be divided into two broad categories: model-free and

model-based. In model-free reinforcement learning, we train a policy to take actions that maximize

reward from a black-box environment. In model-based reinforcement learning, we train a policy to

take actions that maximize reward, while also training an explicit model of the world, which learns

to predict the reward and state transitions of the environment. Most existing work on reinforcement

learning for systems problems has taken a model-free approach, as it is generally easier to train

to convergence. However, model-based reinforcement learning has been shown to be more sample

efficient in other domains [92], so it may be a viable direction to take in future work, especially in

situations where the reward function is very expensive to evaluate.

Since the agent’s goal is to maximize cumulative reward, one approach is to learn a value function

that can predict the reward given a state, v(s), and then take the action which will bring the agent

into a state that yields the highest expected reward. However, a more common approach in recent

years is to use policy gradient methods, which seek to directly learn the policy π(a|s) that predicts

the optimal action given the current state. Popular policy gradient methods include REINFORCE

[221], A3C [153], TRPO [178], and PPO [179].

RL is helpful in cases where we do not have sufficient labeled data (input-output examples) to

take a supervised learning approach or when the objective function is not differentiable. It is also
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well-suited to massive search problems, where exhaustive or heuristic-based methods cannot scale,

and cases where it is necessary to perform long rollouts in order to determine final reward, such as

AlphaGo [186], AlphaStar [209], and OpenAI Five DOTA [160].

Reinforcement learning policies are famously difficult to train, as they tend to be brittle with

respect to their hyperparameters, hard to interpret and debug, and prone to catastrophic failures and

unsafe exploration. This area of machine learning is not yet as well understood, with few educational

resources available, as compared to more established areas like deep learning. This is part of our

motivation for writing this chapter, to demystify this area and empower more systems experts to

move into this promising, but challenging area.

2.4 Deep Reinforcement Learning for Placement Optimization

In this section, we first start by formulating the placement problem. We will then show how RL can

be applied to solve this problem.

2.4.1 Placement Problem Formulation

Recall that the placement problem consists of mapping the nodes of an input graph onto a limited set

of resources, such that an objective function is optimize while adhering to any hard constraints. Let

us assume the input graph g has nodes v1, v2, ..., vN . We want to place these nodes onto placement

locations l = l1, l2, ..., lM . In this set up, we use RL to find a mapping

(v1, v2, ..., vN ) → (l1, l2, ..., lM )

that maximizes a reward function R subject to constraints. Here, there is a unique placement location

for each node vi, but each location lj can be assigned to multiple nodes. The constraints vary by

problem, but a common constraint is limited capacity for each placement location, meaning that

there is a limit on how many nodes can be assigned to each location. In the next section, we will

discuss some case-specific constraints and ways to incorporate them.

To formulate placement as a policy optimization problem, [150] proposed relaxing the objective

function. Instead of finding the absolute best placement, one can train a policy that generates a

probability distribution of nodes to placement locations such that it maximizes the expected reward

generated by those placements.

Let us denote the policy π parameterized by θ as πθ. θ represents the weights of a deep network

architecture. Here, we describe the objective, which is to train parameters θ such that the network

predicts placement decisions for the nodes of the input graph g, and as a result, the placement reward

Rl,g is maximized. We can write the cost function we are optimizing for as follows:
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Figure 2.2: Placement optimization overview. Target placement locations for TensorFlow graphs,
ASIC netlists, and FPGA netlists are the computing devices (e.g., TPU or GPUs), grid cells of the
chip canvas, and FPGA Configurable Logic Blocks (CLBs), respectively.

J(θ, g) = Eg,l∼πθ
[Rl,g] =

∑
l∼πθ

πθ(l|g)Rl,g (2.1)

We can then train this policy (optimize parameters θ) using a policy gradient based method,

which we will discuss in this section.

Here, we provide an overview of the state and action space, reward function and the neural

network architecture of the policy by delving into example placement problems, namely TensorFlow

device placement, ASIC netlist placement, and FPGA netlist placement. As shown in Figure 2.2, all

of these placement problems require mapping the nodes of a graph onto placement locations such

that their corresponding reward metrics are optimized. Target placement locations for TensorFlow

graphs, ASIC netlists, and FPGA netlists are the computing devices (e.g., TPU or GPUs), grid cells

of the chip canvas, and FPGA Configurable Logic Blocks (CLBs), respectively.

For each of these problems, the neural network policy receives a state as input, and outputs an

action for that state. In general, the state should represent the information that the policy needs for

prediction, such as node ID, type, and adjacency matrix. The network then outputs a probability

distribution representing the probability of assigning an input node onto each placement location.

The action is selected by sampling or taking the argmax of the output probability distribution.

The reward function varies for different problems. For example, for TensorFlow graph placement,

we use negative runtime of a training step of the placed deep network model. For ASIC and FPGA

netlists, the reward is more complex and should include various metrics related to power and timing

(e.g., total wirelength, routability congestion, and cell density).
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2.4.2 Graph Convolutional Neural Networks

As discussed, many placement problems take input in the form of graph. The way in which these

input graphs are represented has great impact on the ability of machine learning models to generate

high-quality placements. More meaningful representations also help models to learn patterns that

generalize to new unseen graphs, as opposed to merely memorizing the graphs that they encounter.

We therefore describe some of the recent advances in neural graph representations, such as Graph

Convolutional Networks.

Graph neural networks can be divided into four high-level categories [223]: recurrent graph neural

networks (RecGNNs) [76, 177, 67], convolutional graph neural networks (ConvGNNs) [26, 82, 54],

graph autoencoders (GAEs), and spatial-temporal graph neural networks (STGNNs). RecGNNs

preceded ConvGNNs and pioneered the idea of message passing, or representing a node as an iterative

aggregate of its neighbors. Each iteration of message passing results in one additional hop (e.g.,

running the algorithm for k iterations would result in each node being influenced by all neighbors

within a k-hop radius). As such, these methods better encode the overall topology of the graph,

enabling domain adaptation, as described in the following section. Most graph neural network

methods used in systems today are ConvGNNs, which generalize the concept of convolution. After

all, images are merely a special case of graphs, in which pixels are nodes connected to the pixels

(nodes) immediately surrounding them. ConvGNNs use deep convolutional networks to capture even

distant relationships within the graph.

2.4.3 Domain Adaptation

Domain adaptation in placement is the problem of training policies that can learn across multiple

graphs and transfer the acquired knowledge to generate more optimized placements for new unseen

graphs. In the context of the three examples we discussed in this chapter, domain adaptation

means we train a policy across a set of TensorFlow graphs, ASIC or FPGA netlists and apply the

trained policy to an unseen TensorFlow graph, ASIC or FPGA netlist. [239] proposed the problem

formulation for a domain adaptive policy as follows:

J(θ,G) =
1

K

∑
g∼G

Eg,l∼πθ
[Rl,g] (2.2)

In this case, G is a set of K training graphs. The training procedure can be similar to that of

traditional machine learning (e.g., using a heldout validation set or cross validation).
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2.4.4 Solving the Placement Objective with Policy Gradient Optimization

Now that we have defined an objective function, we will explain how to use policy gradient optimization

to learn the parameters θ of the policy. We can write the derivative of the objective function in

Equation 2.2 as follows:

∇θJ(θ, g) =
∑
l∼πθ

∇θπθ(l|g)Rl,g (2.3)

=
∑
l∼πθ

πθ
∇θπθ(l|g)

πθ
Rl,g (2.4)

=
∑
l∼πθ

πθ∇θ log(πθ(l|g))Rl,g (2.5)

= E[∇θ log(πθ(l|g))Rl,g] (2.6)

The equation above is the basis of various policy gradient optimization methods, such as REIN-

FORCE [221], PPO [179], and SAC [81].

2.5 Ingredients for RL Success

In this section, I will share some of the lessons that I have learned in training deep reinforcement

learning policies to solve placement problems in computer systems and chip design.

Reward Function: Designing the right reward function is one of the most critical decisions.

Some properties of effective reward functions are as follows:

1) Reward functions should be fast to evaluate; RL training often requires 10-100s of thousands

of iterations of reward evaluation before reaching convergence. While the exact timing that makes a

tractable reward function depends on the complexity of the problem, a sub-second reward function

would be effective in nearly any scenario.

2) Reward functions should be strongly correlated with the true objective. In many real-world

scenarios, we need to use simulators or proxy reward functions to approximate the true objective,

which may be prohibitively expensive to calculate. If the proxy reward is not well-correlated with the

true objective, we are solving the wrong problem and the learned placement is unlikely to be useful.

While designing a good simulator or approximate function is a challenging task in its own right, it is

helpful to build a reward function by combining various approximate metrics that each independently

correlate with the true reward. For example, for TensorFlow placement, the proxy reward could be

a composite function of total memory per device, number of inter-device (and therefore expensive)

edges induced by the placement, imbalance of computation placed on each device. By incorporating

a weighted average of multiple proxy rewards, the total variance of the reward error is reduced and
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over-fitting to a particular proxy metric is avoided.

3) Another important factor is correctly engineering the reward function. This could be as simple

as normalizing the reward or applying more complex functions to change the shape of the reward.

For example, for the device placement problem, measuring the runtime of one step of the TensorFlow

graph was the true reward function. Due to the runtime varying widely across different placements,

using the runtime directly would interfere with learning and gradient updates. We chose to instead

use the square root of the runtime, which effectively dampened the range of values.

Action Space: Another key ingredient is designing the appropriate action space. For example,

the problem could be formulated as placing the nodes of the netlist one at a time onto the chip netlist,

or as placing all of the nodes and then deciding which perturbation (e.g., swap, shift, rotate, etc.)

to apply to each of the nodes in a fixed sequence. In device placement, we chose to place all of the

TensorFlow nodes onto hardware devices before evaluating the reward for that placement, because

otherwise measuring the reward of a partial placement would be very difficult, if not impossible. For

ASIC placement, on the other hand, one can define partial reward functions, because it is possible to

measure changes in metrics, such as wirelength and congestion, as nodes are being placed.

Managing Constraints: The constraints for feasible placements vary across placement problems.

For example, a common constraint is the capacity of placement locations, which limits the number

of nodes that can be placed onto that location. For example in device placement, the memory

footprint of the nodes placed onto a single device should not exceed the memory limit of that device.

Another constraint is that certain nodes cannot co-exist on the same location. For example, in ASIC

placement, two macro blocks cannot overlap on the chip canvas.

There are many approaches to enforcing these constraints to avoid or reduce the number of

infeasible placements generated by the policy. Perhaps the most straightforward way to handle the

constraints is to penalize the policy with a large negative reward whenever it generates infeasible

placements. A challenge with this solution is that the policy does not gain any information about

how far this placement was from a feasible placement. In the most extreme case, if all of the initial

placements generated by the policy are infeasible, there will be no positive signal to teach the policy

how to explore the environment and training will fail. Thus, creating a reward function that penalizes

the infeasible placements relative to how far they are from viable placements becomes critical.

Another approach is to force the policy to only generate feasible placements. This can be

accomplished via a function that masks out the infeasible placements. For example, a mask can be

updated given the partial placement of the graph nodes. Each time a new node is placed, the density

of all the locations is updated (based on the locations of the nodes that are already placed). The

action space then becomes limited to those locations that have enough free capacity to accept the

new node. This approach has its own challenges as calculating the mask, similar to calculating the

reward, must be done efficiently.
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Representations: Finally, the way in which state is represented has significant impact on

the performance of the policy and its ability to generalize to unseen instances of the placement

problem. For example, in the earlier TensorFlow device placement papers [150, 147], we represented

the computational graph as a list of adjacencies, indices of the node operations, and sizes of the

operations. This approach was effective when the policy was trained from scratch for each new

TensorFlow graph, but was unable to generalize or transfer what it learned to new graphs. On the

other hand, [239] used graph convolutional neural networks to learn better representations of the

computational graph structure, and was able to transfer knowledge across graphs.

2.6 Conclusion

In this chapter, we discuss placement optimization with deep reinforcement learning. Deep RL is a

promising approach for solving combinatorial problems, and enables domain adaptation and direct

optimization of non-differentiable objective functions. Training RL policies is a very challenging task,

in part due to the brittleness of gradient updates and the costliness of evaluating rewards. In this

chapter, we provide an overview of deep RL, formulate the placement problem as an RL problem,

and discuss strategies for training successful RL agents.

We predict a trend towards more effective RL-based domain adaptation techniques, in which

graph neural networks will play a key role in enabling both higher sample efficiency and more optimal

placements. We also foresee a future in which easy-to-use RL-based placement tools will enable

non-ML experts to harness and improve upon these powerful techniques.



Chapter 3

AlphaChip: A Graph Placement

Methodology for Fast Chip Design

3.1 Background

In Chapter 2, we described placement optimization and motivated an RL approach to this combi-

natorial optimization task. In this chapter, we describe AlphaChip, an RL methodology for chip

placement optimization. Chip floorplanning is the engineering task of designing the physical layout

of a computer chip. Despite five decades of research [139], chip floorplanning has defied automation,

requiring months of intense effort by physical design engineers to produce manufacturable layouts. In

this chapter, we present a deep reinforcement learning (RL) approach to chip floorplanning. In under

six hours, our method automatically generates chip floorplans that are superior or comparable to

humans in all key metrics, including power consumption, performance, and chip area. To achieve this,

we pose chip floorplanning as a reinforcement learning problem, and develop a novel edge-based graph

convolutional neural network architecture capable of learning rich and transferable representations of

the chip. As a result, our method is capable of leveraging past experience to become both better

and faster at solving new instances of the problem, ushering in a new era in which chip design is

performed by artificial agents with more experience than any human designer could ever gain. Our

method has been used in the design of the last four generations of Google TPU, including every

generation since the method was published in Nature, saving thousands of hours of human effort and

hundreds of millions of dollars in labor, compute, and opportunity cost. Finally, we believe that more

powerful AI-designed hardware will fuel advances in AI, creating a symbiotic relationship between

the two fields.

23
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3.2 Introduction

In this chapter, we propose a new graph placement method based on reinforcement learning, and

demonstrate state-of-the-art results on chip floorplanning, an NP-hard problem [198]. Our method

generates manufacturable chip floorplans in under 6 hours, compared to the strongest baseline which

requires months of intense effort by human experts.

A computer chip is divided into dozens of blocks, each of which is an individual module, such

as a memory subsystem, compute unit, or control logic system. These blocks can be described by

a netlist, a graph of circuit components, such as macros (memory components) and standard cells

(logic gates like NAND, NOR, and XOR), all of which are connected by wires. Chip floorplanning

involves placing netlists onto chip canvases (2D grids), such that performance metrics (e.g., power

consumption, timing, area, and wirelength) are optimized, while adhering to hard constraints on

density and routing congestion.

Since the 1960s, many approaches to chip floorplanning have been proposed, falling into three

broad categories: partitioning-based methods [25, 61, 173], stochastic/hill-climbing approaches

[118, 180, 176], and analytic solvers [138, 87, 211, 111, 136, 48]. However, none of these approaches

could achieve human-level performance, and the exponential growth in chip complexity has rendered

these techniques largely unusable on modern chips.

The limitations of these prior approaches are varied. For example, partitioning-based methods

sacrifice quality of the global solution in order to scale to larger netlists, and a poor early partition

may result in an unsalvageable final result [214, 102]. Hill-climbing approaches have low convergence

rates and do not scale to modern chip netlists with millions or billions of nodes [136]. Prior to

this work, analytic solvers were the leading approach, but they can only optimize for differentiable

loss functions, meaning that they cannot effectively optimize for critical metrics, such as routing

congestion or timing violations. Our method, on the other hand, can scale to netlists with millions of

nodes, and optimizes directly for any mixture of differentiable or non-differentiable cost functions.

Furthermore, our method improves in both speed and quality of result as it is exposed to more

instances of the chip placement problem.

Due to the limitations of these prior methods, human physical designers must iterate for months

with commercial EDA tools, taking as input a register transfer level (RTL) description of the chip

netlist, generating a manual placement of that netlist onto the chip canvas, and waiting up to 72

hours for EDA tools to evaluate that placement. Based on this feedback, the human designer either

concludes that the design criteria have been achieved, generates an updated floorplan for evaluation,

or provides feedback to upstream RTL designers who then modify the low-level code to make the

placement task easier (e.g., resolve timing violations).

To address the chip floorplanning problem, we developed an RL method capable of generalizing

across chips, meaning that it can learn from experience to become both better and faster at placing
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new chips, ushering in a new era in which chip designers are assisted by artificial agents with more

experience than any human could ever gain.

Training placement policies that generalize across chips is extremely challenging, as it requires

learning to optimize the placement of all possible chip netlists onto all possible canvases. Chip

floorplanning is analogous to a game with varying pieces (e.g., netlist topologies, macro counts, macro

sizes and aspect ratios), boards (varying canvas sizes and aspect ratios), and win conditions (relative

importance of different evaluation metrics or different density and routing congestion constraints).

Even one instance of this game (placing a particular netlist onto a particular canvas) has an enormous

state-action space. For example, the state space of placing 1000 clusters of nodes on a grid with 1000

cells is on the order of 1000! (greater than 102500), compared to Go, which has a state space of 10360

[188].

To enable generalization, we focused on learning transferable representations of chips, grounding

representation learning in the supervised task of predicting placement quality. By designing a neural

architecture that can accurately predict reward across a wide variety of netlists and their placements,

we are able to generate rich feature embeddings of the input netlists. We then use this architecture

as the encoder of our policy and value networks to enable transfer learning. In our experiments, we

show that, as our agent is exposed to a greater volume and variety of chips, it becomes both faster

and better at generating optimized placements for new chip blocks, bringing us closer to a future in

which chip designers are assisted by artificial agents with vast chip placement experience.

In addition to the immediate impact on chip floorplanning, the ability of our method to generalize

and quickly generate high-quality solutions has major implications, unlocking opportunities for co-

optimization with earlier stages of the chip design process. Large-scale architectural explorations were

previously impossible, as it took months of human effort to accurately evaluate a given architectural

candidate. However, modifying the architectural design can have an outsized impact on performance,

and would facilitate full automation of the chip design process. Automating and accelerating the

chip design process can also enable co-design of AI and hardware, yielding high performance chips

customized to important workloads, such as autonomous vehicles, medical devices, and data centers.

At an abstract level, our method learns to map the nodes of a graph onto a limited set of resources,

subject to constraints. Placement optimizations of this form appear in a wide range of science and

engineering applications, including hardware design [139], city planning [14], vaccine testing and

distribution [142], and cerebral cortex layout [43]. Therefore, we believe that our novel placement

optimization methodology can be applied to impactful placement problems beyond chip design.

Beyond the experimental results reported, our method is already having real-world impact and

our floorplan solutions have been used in the last four generations of Google’s flagship AI accelerator

chip (TPU).
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3.3 Related Work

Chip floorplanning is a longstanding challenge, requiring multi-objective optimization over circuits of

ever-growing complexity. Since the 1960s, many approaches have been proposed, so far falling into

three broad categories: 1) partitioning-based methods, 2) stochastic/hill-climbing methods, and 3)

analytic solvers.

Starting in the 1960s, industry and academic labs took a partitioning-based approach to the chip

floorplanning problem, proposing [25, 61],[56], as well as resistive-network based methods [40, 204].

These methods are characterized by a divide-and-conquer approach; the netlist and the chip canvas

are recursively partitioned until sufficiently small sub-problems emerge, at which point the sub-netlists

are placed onto the sub-regions using optimal solvers. Such approaches are quite fast to execute and

their hierarchical nature allows them to scale to arbitrarily large netlists. However, by optimizing

each sub-problem in isolation, partitioning-based methods sacrifice quality of the global solution,

especially routing congestion. Furthermore, a poor early partition may result in an unsalvageable

end placement.

In the 1980s, analytic approaches emerged, but were quickly overtaken by stochastic / hill-climbing

algorithms, particularly simulated annealing [118, 180, 176]. Simulated annealing (SA) is named for

its analogy to metallurgy, in which metals are first heated and then gradually cooled to induce, or

anneal, energy-optimal crystalline surfaces. SA applies random perturbations to a given placement

(e.g., shifts, swaps, or mirroring of macros), and then measures their effect on the objective function

(e.g., half perimeter wirelength). If the perturbation is an improvement, it is applied; if not, it is still

applied with some probability, referred to as temperature. Temperature is initialized to a particular

value and is then gradually annealed to a lower value. Although SA generates high-quality solutions,

it is very slow and difficult to parallelize, thereby failing to scale to the increasingly large and complex

circuits of the 1990s and beyond.

The 1990s-2000s were characterized by multi-level partitioning methods [6, 173], as well as the

resurgence of analytic techniques [10], such as force-directed methods [138, 87], [158, 191, 211, 210]

and non-linear optimizers [97, 98, 96, 37]. The renewed success of quadratic methods was due in part

to algorithmic advances, but also to the large size of modern circuits (10-100 million nodes), which

justified approximating the placement problem as that of placing nodes with zero area. However,

despite the computational efficiency of quadratic methods, they are generally less reliable and produce

lower quality solutions than their non-linear counterparts.

Non-linear optimization approximates cost using smooth mathematical functions, such as log-sum-

exp [156] and weighted-average [86] models for wirelength, as well as Gaussian [36] and Helmholtz

models for density. These functions are then combined into a single objective function using a

Lagrange penalty or relaxation. Due to the higher complexity of these models, it is necessary to

take a hierarchical approach, placing clusters rather than individual nodes, an approximation which
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degrades the quality of the placement.

The last decade has seen the rise of modern analytic techniques, including more advanced quadratic

methods [111, 114, 112, 24, 130], and more recently, electrostatics-based methods like ePlace [136],

RePlAce [48]. Modeling netlist placement as an electrostatic system, ePlace [136] proposed a new

formulation of the density penalty where each node (macro or standard cell) of the netlist is analogous

to a positively charged particle whose area corresponds to its electric charge. In this setting, nodes

repel each other with a force proportional to their charge (area), and the density function and gradient

correspond to the system’s potential energy. Variations of this electrostatics-based approach have

been proposed to address standard-cell placement [136] and mixed-size placement [135, 137]. RePlAce

[48] is a recent state-of-the-art mixed-size placement technique that further optimizes ePlace’s density

function by introducing a local density function, which tailors the penalty factor for each individual

bin size. DREAMPlace [131] further speeds up RePlAce by taking a deep learning based approach

to optimize the placement and leveraging GPU acceleration. However, the focus of DREAMPlace is

standard cell placement optimization, rather than macro placement, and reports comparable quality

to RePlAce. Therefore, we compare the performance of our method against RePlAce.

Modern commercial EDA is dominated by the duopoly consisting of Synopsys (Market Cap:

$72.33B) and Cadence (Market Cap: $79.87B). These companies sell software for millions of dollars

per license per seat, and their licensing agreements prohibit any public comparison against methods.

However, as discussed in Section 4.A.1, we performed a blind study in which we compared an early

version of AlphaChip against unnamed commercial offerings, and report high-level results. Although

neither company publishes or open-sources its methods, we can infer from their press releases and

webpages that they employ some manner of reinforcement learning in their chip design products

[195, 171, 144, 29], following publication of AlphaChip work in Nature.

There are numerous opportunities for machine learning to advance physical design [100, 101, 7].

Recent work [88] proposes training a model to predict the number of Design Rule Check (DRC)

violations for a given macro placement. DRCs are rules that ensure that the placed and routed

netlist adheres to tape-out requirements. To generate macro placements with fewer DRCs, [88] use

the predictions from this trained model as the evaluation function in simulated annealing. While this

work represents an interesting direction, it reports results on netlists with no more than 6 macros, far

fewer than any modern block, and does not consider the effect of place and route optimizations, which

can dramatically alter the number of DRCs. Furthermore, although adhering to the DRC criteria is

a necessary condition, the primary objective of macro placement is to optimize for wirelength, timing

(e.g., Worst Negative Slack (WNS) and Total Negative Slack (TNS)), power, and area, and this work

does not even consider these metrics.

To address this classic problem, we propose a new category of approach: an end-to-end learning-

based method. This new approach is most closely related to analytic solvers, particularly non-linear
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ones, in that all of these methods optimize an objective function via gradient updates. However,

our approach differs from prior approaches in its ability to learn from past experience to generate

higher-quality placements on new chips. Unlike existing methods that optimize the placement for

each new chip from scratch, our work leverages knowledge gained from placing prior chips to become

better over time. In addition, our method enables direct optimization of the target metrics, such

as wirelength, density, and congestion, without having to define convex approximations of those

functions as is done in other approaches [48, 136]. Not only does our formulation make it easy to

incorporate new cost functions as they become available, but it also allows us to weight their relative

importance according to the needs of a given chip block (e.g., timing-critical or power-constrained).

Domain adaptation is the problem of training policies that can learn across multiple experiences

and transfer the acquired knowledge to perform better on new unseen examples. In the context of

chip floorplanning, domain adaptation involves training a policy across a set of chip netlists and then

applying that trained policy to a new unseen netlist. The use of deep learning for combinatorial

optimization is an area of growing interest, including approaches to the Traveling Salesman Problem

[22], [110], Neural Architecture Search [242], and Model Parallelism [151, 148]. More recently, there

has been work on domain adaptation for compiler optimization [3, 239, 165, 240] and the Maximum

Cut problem [19]. Our approach not only leverages past experience to reduce training time, but also

produces higher quality results when exposed to more instances of the problems. To our knowledge,

our method is the first deep RL approach used in production to solve a combinatorial optimization

problem, namely in the design of the last four generations of Google TPU.

3.4 Chip floorplanning as a learning problem

The underlying problem is a high-dimensional contextual bandits problem [122], but similar to prior

work, such as [207, 22, 151, 148], we have chosen to reformulate it as a sequential Markov Decision

Process (MDP), as this allows us to more easily incorporate the problem constraints as described

below. Our MDP consists of four key elements:

• states encode information about the partial placement, including the netlist (adjacency matrix),

node features (width, height, type), edge features (number of connections), current node (macro)

to be placed, and metadata of the netlist graph (routing allocations, total number of wires,

macros, and standard cell clusters).

• actions are all possible locations (grid cells of the chip canvas) onto which the current macro

can be placed without violating any hard constraints on density or blockages.

• state transitions define the probability distribution over next states, given a state and an

action.
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• rewards are 0 for all actions except the last action where the reward is a negative weighted

sum of proxy wirelength, congestion, and density as described below.

We train a policy (an RL agent) modeled by a neural network that through repeated episodes

(sequences of states, actions, and rewards), learns to take actions that will maximize cumulative

reward (see Figure 3.3). We use Proximal Policy Optimization (PPO) [179] to update the parameters

of the policy network, given the cumulative reward for each placement.

We can formally define the objective function as follows:

J(θ,G) =
1

K

∑
g∼G

Eg,p∼πθ
[Rp,g] (3.1)

Here J(θ,G) is the cost function. The agent is parameterized by θ. The dataset of netlists of

size K is denoted by G with each individual netlist in the dataset written as g. Rp,g is the episode

reward of a placement p drawn from the policy network applied to netlist g.

Rp,g = −Wirelength(p, g)− λ Congestion(p, g)− γDensity(p, g) (3.2)

In each iteration, the RL agent (policy network) sequentially places the macros. Once all macros

are placed, we use a force-directed method [158, 191, 211, 210] to approximately place clusters of

standard cells. The reward at the end of each iteration is calculated as a linear combination of the

approximate wirelength, congestion, and density (Equation 3.2). In our experiments, congestion

weight λ is set to 0.01, density weight γ is set to 0.01, and the max density threshold is set to 0.6.

3.5 Designing Domain-Adaptive Policies

As mentioned earlier, developing domain-adaptive policies for the chip floorplanning problem is

extremely challenging, as this problem is analogous to a game with varying pieces, boards, and win

conditions, and has an enormous state-action space. To address this challenge, we first focused on

learning rich representations of the state space. Our intuition was that a policy capable of the general

task of chip placement should also be able to encode the state associated with a new unseen chip into

a meaningful signal at inference time. We therefore trained a neural network architecture capable of

predicting reward on placements of new netlists, with the ultimate goal of using this architecture as

the encoder layer of our policy.

To train this supervised model, we needed a large dataset of chip placements and their corre-

sponding reward labels. We therefore created a dataset of 10,000 chip placements where the input is

the state associated with a given placement and the label is the reward for that placement.
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To accurately predict the reward labels and generalize to unseen data, we developed a novel

edge-based graph neural network architecture, which we call Edge-GNN (Edge-Based Graph Neural

Network). The role of this network is to embed the netlist, distilling information about the type and

connectivity of nodes into a low-dimensional vector representation which can be used in downstream

tasks. To show the impact of our edge-based neural architecture on generalization, please see Figure

3.1.

Figure 3.1: The zero-shot performance of our Edge-GNN vs. GCN [116]. The agent with an
Edge-GNN architecture is more robust to over-fitting and yields higher quality results, as measured
by average zero-shot performance, on the test blocks in Table 3.4.

In Edge-GNN, we create an initial representation of each node by concatenating its features,

including node type, width, height, x and y coordinates, and its connectivity to other nodes. We

then iteratively perform the following updates: 1) each edge updates its representation by applying a

fully connected network to a concatenation of the two nodes which it connects, and 2) each node

updates its representation by passing the mean of all in/outgoing edges into another fully connected

network. The node and edge updates are shown in Equation 3.3.

eij = fce(concat(vi|vj |we
ij)) (3.3)

vi = fcv(meanj∈N (vi)(eij))

Node embeddings are denoted by vi for 1 ≤ i ≤ N , where N is the total number of macros and

standard cell clusters. Vector representations of edges connecting nodes vi and vj are denoted as eij .

The outputs of the algorithm are the node and edge embeddings.

The supervised model is trained via regression to minimize the weighted sum of mean squared loss
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(negative reward). This supervised task allowed us to find the features and architecture necessary to

generalize reward prediction across netlists. To incorporate Edge-GNN into our RL policy network,

we removed the prediction layer and then used it as the encoder of the policy network as shown in

Figure 3.2.
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Figure 3.2: Policy and value network architecture. An embedding layer encodes information about
the netlist adjacency, node features, and the current macro to be placed. The policy and value
networks then output a probability distribution over available grid cells and an estimate of the
expected reward for the current placement, respectively.

To place a new netlist at inference time, we load the pre-trained weights of the policy network

and apply it to the new netlist. We refer to placements generated by a pre-trained policy with no

finetuning as zero-shot placements. Such a placement can be generated in subseconds, because it

requires only a single forward pass through the pre-trained policy for each macro. We can further

optimize placement quality by finetuning the policy network. Doing so gives us the flexibility to

either use the pre-trained weights (which have learned a rich representation of the input state) or

further finetune these weights to optimize for the properties of a particular chip netlist.

Figure 3.2 shows an overview of the proposed policy network (modeled by πθ in Equation 3.1) and

value network architectures. The input is the chip netlist (represented as an adjacency matrix and list

of node features), id of the current node to be placed, metadata of the netlist and process technology

node (e.g., 7nm). The netlist is fed into our edge-GNN architecture to generate embeddings of

the partially placed netlist and of the current node. We use a feedforward network to embed the

metadata. These embedding vectors are then concatenated to form the state embedding, which is

passed to another feedforward neural network to generate a final representation of the state. This

state is then fed into the policy network (composed of 5 deconvolutions1, batch normalization [90],

and ReLU activation layers [155]) to generate a probability distribution over actions and into a value

network (composed of a feedforward network) to predict the value of the input state.
1The deconvolution layers have kernel size of 3x3, stride of 2, and 16, 8, 4, 2, and 1 filter channels, respectively.
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3.6 Methods

In the following, we provide details of the proposed methodologies.

3.6.1 Problem Statement

In this chapter, we target the chip floorplanning problem, in which the objective is to map the nodes

of a netlist (a hypergraph encoding chip components and their connectivity via wires) onto a chip

canvas (a bounded 2D space), such that final power, performance, and area (PPA) is optimized. In

this section, we describe an overview of how we formulate this task as an RL problem, followed by a

detailed description of the reward function, action and state representations, policy architecture, and

policy updates.

3.6.2 Overview of Our Approach

We take a deep reinforcement learning approach to the chip floorplanning problem, where an RL agent

(policy network) sequentially places the macros. Once all macros are placed, we use a force-directed

method [158, 191, 211, 210] to place clusters of standard cells, as shown in Figure 3.3.

agent agent agent agent

Force-Directed Method Places
Standard Cell

s0 s1 s2 sT

a0 a1 aT-1 
r1=0 r2=0

....

rT= −Wirelength 
          −λ Congestion 

    −γ Density
r0=0

RL Agent Places Macros One at a TimeChip 
Canvas

Figure 3.3: Overview of our method and training regimen. In each training iteration, the RL agent
places macros one at a time (actions, states, and rewards are denoted by ai, si, and ri). Once all
macros are placed, the standard cells are placed using a force-directed method. The intermediate
rewards are zero. The reward at the end of each iteration is calculated as a linear combination of
the approximate wirelength, congestion, and density, and is provided as feedback to the agent to
optimize its parameters for the next iteration.

In our setting, at the initial state, s0, we have an empty chip canvas and an unplaced netlist. At

each step, one macro is placed, and the final state sT corresponds to a completely placed netlist.

Thus, T is equal to the total number of macros in the netlist. At each time step t, the agent begins

in state (st), takes an action (at), arrives at a new state (st+1), and receives a reward (rt) from the

environment (0 for t < T and negative proxy cost for t = T ).

We define st to be a concatenation of features representing the state at time t, including a graph

embedding of the netlist (including both placed and unplaced nodes), a node embedding of the

current macro to place, metadata about the netlist, and a mask representing the feasibility of placing

the current node onto each cell of the grid.
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The action space is all valid placements of the tth macro, which is a function of the density mask.

Action at is the cell placement of the tth macro predicted by the RL policy network.

st+1 is the next state, which includes an updated representation containing information about the

newly placed macro, an updated density mask, and an embedding for the next node to be placed.

In our formulation, rt is 0 for every time step except for the final rT , where it is a weighted sum

of approximate wirelength, congestion, and density.

Through repeated episodes (sequences of states, actions, and rewards), the policy network learns

to take actions that will maximize cumulative reward. We use Proximal Policy Optimization (PPO)

[179] to update the parameters of the policy network, given the cumulative reward for each placement.

In this section, we define the reward r, state s, actions a, policy network architecture πθ(a|s)

parameterized by θ, and finally the optimization method we use to train those parameters.

3.6.3 Detailed Methodology

Our goal in this chapter is to minimize power, performance and area, subject to constraints on

routing congestion and density. Our true reward is the output of a commercial EDA tool, including

wirelength, routing congestion, density, power, timing, and area. However, RL policies require 10,000s

of examples to learn effectively, so it is critical that the reward function be fast to evaluate, ideally

running in a few milliseconds. In order to be effective, these approximate reward functions must

also be positively correlated with the true reward. Therefore, a component of our cost is wirelength,

because it is not only much cheaper to evaluate, but also correlates with power and performance

(timing).

To combine multiple objectives into a single reward function that can be optimized, we take the

weighted sum of proxy wirelength, congestion, and density, where the weights can be used to explore

the trade-off between these metrics.

While we treat congestion as a soft constraint (i.e., lower congestion improves the reward function),

we treat density as a hard constraint, masking out actions (grid cells to place nodes onto) whose

density exceeds the target density.

To keep the runtime per iteration small, we apply several approximations to the calculation of

the reward function:

1. We group millions of standard cells into a few thousand clusters using hMETIS [107], a

partitioning technique based on the minimum cut objective. Once all macros are placed, we

use a force-directed method to place the standard cell clusters. Doing so enables us to generate

an approximate but fast standard cell placement that facilitates policy network optimization.

2. We discretize the grid to a few thousand grid cells and place the center of macros and standard

cell clusters onto the center of the grid cells.
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3. When calculating wirelength, we make the simplifying assumption that all wires leaving a

standard cell cluster originate at the center of the cluster.

4. To calculate routing congestion cost, we only consider the average congestion of the top 10%

most congested grid cells.

A chip netlist typically consists of hundreds of macros and millions of standard cells. Due to their

negligible area, standard cells can be approximated as points with zero area, allowing for analytic

solvers to optimally place them with a small margin of error. Macros, on the other hand, have much

larger area and cannot be optimally placed with these same analytic techniques. We chose to target

macro placement as it is a much more challenging problem that previously required human experts

to iterate for months to generate a high-quality placement.

3.6.4 Synthesis of the input netlist

We use a commercial tool to synthesize the netlist from RTL. Synthesis is physical-aware in the sense

that it has access to the floorplan size and the locations of the Input-Output (I/O) pins, which were

informed by inter and intra-block level information.

3.6.5 Selection of grid rows and columns

Given the dimensions of the chip canvas, there are many choices to discretize the 2D canvas into grid

cells. This decision impacts the difficulty of optimization and the quality of the final placement. We

limit the maximum number of rows and columns to 128. We treat choosing the optimal number of

rows and columns as a bin-packing problem and rank different combinations of rows and columns by

the amount of wasted space they incur. We use an average of 30 rows and columns in our experiments.

3.6.6 Selection of macro order

To select the order in which the macros are placed, we sort macros by descending size and break

ties using a topological sort. By placing larger macros first, we reduce the chance of there being

no feasible placement for a later macro. The topological sort can help the policy network learn to

place connected nodes close to one another. Another potential approach would be to learn to jointly

optimize the ordering of macros and their placement, making the choice of which node to place

next part of the action space. However, this enlarged action space would significantly increase the

complexity of the problem, and we found that this heuristic worked in practice.



CHAPTER 3. ALPHACHIP: A GRAPH PLACEMENT METHOD FOR CHIP DESIGN 35

3.6.7 Clustering of Standard Cells

In order to quickly place standard cells to provide signal to our RL policy, we first cluster millions

of standard cells into a few thousand clusters. There has been a large body of work on clustering

for chip netlists [8, 31, 34, 9, 64, 63]. As has been suggested in the literature [99], such clustering

helps not only with reducing problem size, but also helps “prevent mistakes” (e.g., prevents timing

paths from being split apart). We also provide the clustered netlist to each of the baseline methods

with which we compare. To perform this clustering, we employed a standard open-source library,

hMETIS [107], which is based on multilevel hypergraph partitioning schemes with two important

phases: 1) Coarsening phase, and 2) uncoarsening and refinement phase. After clustering with

hMETIS, we rebalance cluster sizes using heuristics based on an initial placement from physical

synthesis, the previous step in the chip design process2.

3.6.8 Generation of Adjacency Matrix

In order to convert the netlist hypergraph into an adjacency matrix that can be consumed by the

Edge-GNN encoder, we apply the transformation described below. Technically, the input netlist is

a hypergraph, as its edges (wires) may connect more than two chip components. However, for the

purposes of the placement problem, this distinction is uninteresting and we reduce the hypergraph

to a graph in which each edge connects just two components (either standard cells or macros),

facilitating the use of graph neural network based methods.

For each pair of nodes in the clustered netlist (either macros or clusters of standard cells), we

generate an edge in the adjacency matrix with the following weight. If the register distance between

the two nodes is greater than 4, then no edge is created. Otherwise, we apply an exponentially

decaying weight as the distance grows, starting with 1 if the distance is 0 and halved with each

additional unit of distance.

3.6.9 Placement of Standard Cells

To place standard cell clusters, we use an approach similar to classic force-directed methods[183].

We represent the netlist as a system of springs that apply force to each node, according to the

weight× distance formula, causing tightly connected nodes to be attracted to one another. We also

introduce a repulsive force between overlapping nodes to reduce placement density. After applying all

forces, we move nodes in the direction of their force vector. To reduce oscillations, we set a maximum

distance for each move.
2Note that this cluster rebalancing step has no apparent impact on performance (see ablation study in Table 4.A.1),

and we recommend instead instructing hMETIS to produce balanced clusters from the outset by setting UBFactor to 1.



CHAPTER 3. ALPHACHIP: A GRAPH PLACEMENT METHOD FOR CHIP DESIGN 36

3.6.10 Postprocessing

To prepare the placements for evaluation by a commercial EDA tool, we perform a simple legalization

step to snap macros to the nearest power grid. We then fix the macro placements and use an EDA

tool to place the standard cells and evaluate the placement.

3.6.11 Reward

Wirelength

Following the literature [183, 30, 104, 103], we employ half perimeter wirelength (HPWL), the most

commonly used approximation for wirelength. HPWL is defined as the half perimeter of the bounding

boxes for all nodes in the netlist. The HPWL for a given net (edge) i is shown in the equation below:

HPWL(i) = (MAXb∈i{xb} −MINb∈i{xb}+ 1) + (MAXb∈i{yb} −MINb∈i{yb}+ 1) (3.4)

Here xb and yb show the x and y coordinates of the end points of net i. The overall HPWL cost

is then calculated by taking the normalized sum of all half-perimeter bounding boxes, as shown in

Equation 3.5. Here q(i) is a normalization factor which improves the accuracy of the estimate by

increasing the wirelength cost as the number of nodes increases, where Nnetlist is the number of nets.

We calculate the total HPWL as follows:

HPWL(netlist) =

Nnetlist∑
i=1

q(i)×HPWL(i) (3.5)

Wirelength also has the advantage of correlating with other important metrics, such as power

and timing. Although our method does not optimize directly for these other metrics, it generates

placements that meet design criteria with respect to power and timing (as shown in Table 3.4).

Routing congestion

We also followed convention in calculating proxy congestion [114], using a simple deterministic routing

based on the locations of the driver and loads on the net. The routed net occupies a certain portion

of available routing resources (determined by the underlying semiconductor fabrication technology)

for each grid cell through which it passes. We keep track of vertical and horizontal allocations in

each grid cell separately. To smooth the congestion estimate, we run 5× 1 convolutional filters in

both the vertical and horizontal direction. After all nets are routed, we take the average of the top

10% congestion values, drawing inspiration from the ABA10 metric in MAPLE [114]. The congestion



CHAPTER 3. ALPHACHIP: A GRAPH PLACEMENT METHOD FOR CHIP DESIGN 37

cost in Equation 3.2 is the top 10% average congestion calculated by this process.

Density

We treat density as a hard constraint, disallowing the policy network from placing macros in locations

which would cause density to exceed the target (maxdensity) or which would result in infeasible macro

overlap. This approach has two benefits: (1) it reduces the number of invalid placements generated

by the policy network, and (2) it reduces the search space of the optimization problem, making it

more computationally tractable.

A feasible placement of a standard cell cluster must meet the following criterion: the density of

placed items in each grid cell must not exceed a given target density threshold (maxdensity). We set

this threshold to be 0.6 in our experiments to avoid over-utilisation, which would render placements

unusable. To meet this constraint, during each RL step, we calculate the current density mask, a

binary m× n matrix representing grid cells onto which we can place the center of the current node

without violating the density threshold. Before selecting an action, we first take the dot product of

the mask and the policy network output and then sample from the resulting probability distribution

over feasible locations. This approach prevents the policy network from generating placements with

overlapping macros or dense standard cell areas.

We also enable blockage-aware placements (such as clock straps) by setting the density function

of the blocked areas to 1.

3.6.12 Action Representation

For policy optimization purposes, we convert the canvas into an m×n grid. Thus, for any given state,

the action space (or the output of the policy network) is the probability distribution of placements of

the current macro over the m× n grid. The action is then sampled from this probability distribution.

3.6.13 State Representation

Our state contains information about the adjacency matrix corresponding to the clustered netlist, its

node features (width, height, type), edge features (number of connections), current node (macro) to

be placed, and metadata of the netlist and the underlying technology (e.g., routing allocations, total

number of wires, macros, and standard cell clusters). Next, we discuss how we process these features

to learn effective representations for the chip floorplanning problem.

3.6.14 Enabling Transfer Learning

In order to discover domain-adaptive architectures, we propose grounding the policy architecture

search in the supervised task of predicting the value of reward functions. We take this approach
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because exploration would be far costlier in an RL setting, and the underlying complexity of training

a domain-adaptive policy network would be prohibitively high, as it involves an immense state-space

encompassing all possible placements of all possible chips. Furthermore, different netlists and grid

sizes can have very different properties, including differing numbers of nodes, macro sizes, netlist

topologies, and canvas widths and heights.

The intuition behind this approach is that a policy network architecture capable of transferring

placement optimization across chips should also be able to encode the state associated with a new

unseen chip into a meaningful signal at inference time. We therefore propose training a neural

network architecture capable of predicting reward on new netlists, with the ultimate goal of using

this architecture as the encoder layer of our policy network.

To train this supervised model, we needed a large dataset of chip floorplans and their corresponding

reward labels. We therefore created a dataset of 10,000 chip floorplans where the input is the state

associated with a given floorplan and the label is the reward for that floorplan (wirelength and

congestion). We built this dataset by generating 2,000 floorplans for each of 5 TPU blocks. To collect

diverse floorplans, we trained a vanilla policy network with various congestion weights (ranging from

0 to 1) and random seeds, and collected snapshots of floorplans throughout the course of policy

training. An untrained policy network starts off with random weights and the generated floorplans

are of low quality, but as the policy network trains, the quality of generated floorplans improves,

allowing us to gather a diverse dataset with floorplans of varying quality.

To train a supervised model capable of accurately predicting wirelength and congestion labels and

generalizing to unseen data, we developed a novel graph neural network architecture (Edge-GNN) to

embeds information about the netlist. The role of the Edge-GNN is to distill information about the

type and connectivity of a node into a low-dimensional vector representation which can be used in

downstream tasks. Some examples of such downstream tasks are node classification [157], device

placement [239], link prediction [237], and Design Rule Violations (DRCs) prediction [224].

We create a vector representation of each node by first concatenating its features, including

node type, width, height, and x and y coordinates. We also pass node adjacency information as

input to our algorithm. We then repeatedly perform the following updates: 1) each edge updates its

representation by applying a fully connected network to an aggregated representation of intermediate

node embeddings, and 2) each node updates its representation by taking the mean of adjacent edge

embeddings. The node and edge updates are shown in Equation 3.3.

Node embeddings are denoted by vis for 1 ≤ i ≤ N , where N is the total number of macros

and standard cell clusters. The vector representations of the edge connecting nodes vi and vj is

represented as eij . Both edge (eij) and node (vi) embedding are 32-dimensional. vi is initialized

by passing the node features (type, width, height, x, y) through a feedforward network. fce is a

65× 32 feedforward network and we
ijs are 1× 1 weights corresponding to the number of nets between
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adjacent nodes. N (vi) shows the neighbors of vi. The outputs of the algorithm are the node and

edge embeddings.

Our supervised model consists of: (1) The graph neural network (Edge-GNN) described above

which embeds information about node type and the netlist adjacency matrix. (2) A fully connected

feedforward network that embeds netlist metadata, including information about the underlying

semiconductor technology (horizontal and vertical routing capacity), the total number of nets (edges),

macros, and standard cell clusters, canvas size, and number of rows and columns in the grid. (3)

A fully connected feedforward network (the prediction layer) whose input is a concatenation of the

netlist adjacency matrix and metadata embeddings and whose output is the reward prediction. The

netlist embedding is created by applying a reduce mean function on the edge embeddings. The

supervised model is trained via regression to minimize the weighted sum of the mean squared loss of

wirelength and congestion.

This supervised task allowed us to find the features and architecture necessary to generalize

reward prediction across netlists. To incorporate this architecture into our policy network, we simply

removed the prediction layer and then used the remaining network as the encoder of the policy

network as shown in Figure 3.2.

To handle different grid sizes corresponding to different choices of rows and columns, we set the

grid size to 128× 128, and mask the unused L-shaped section for grid sizes smaller than 128 rows

and columns.

To place a new test netlist at inference time, we load the pre-trained weights of the policy network

and apply it to the new netlist. We refer to placements generated by a pre-trained policy network

with no finetuning as zero-shot placements. Such a placement can be generated in less than a second,

because it only requires a single inference step of the pre-trained policy network for each macro.

We can further optimize placement quality by finetuning the policy network, meaning that we have

the option to either use the pre-trained weights (which have learned a rich representation of the

input state) directly at inference or further finetune these weights to optimize for the properties of a

particular chip netlist.

3.6.15 Policy Network Architecture

Figure 3.2 depicts an overview of the policy network (modeled by πθ in Equation 3.1) and the value

network architecture that we developed for chip floorplanning. The input to these networks is the

adjacency matrix and node features corresponding to the chip netlist, the id of the current node to

be placed, and the metadata of the netlist and the semiconductor technology. The netlist is passed

through our graph neural network architecture (Edge-GNN) as described earlier. Edge-GNN generates

embeddings of (1) the partially placed netlist and (2) the current node. We use a simple feedforward

network to embed (3) the metadata. These three embedding vectors are then concatenated to form
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the state embedding, which is passed to a feedforward neural network. The output of the feedforward

network is then fed into the policy network (composed of 5 deconvolutions 3, Batch Normalization,

and ReLU activation layers) to generate a probability distribution over actions and passed to a value

network (composed of a feedforward network) to predict the value of the input state.

3.6.16 Policy Network Update: Training Parameters

In Equation 3.1, the objective is to train a policy network πθ that maximizes the expected value (E)

of the reward (Rp,g) over the policy network’s placement distribution. To optimize the parameters of

the policy network, we use Proximal Policy Optimization (PPO) [179] with a clipped objective as

shown below:

LCLIP (θ) = Êt[min(rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât)]

where Êt represents the expected value at timestep t, rt is the ratio of the new policy and the old
policy, and Ât is the estimated advantage at timestep t.

See Appendix 3.A for an early exploration of other RL optimization algorithms for this task.

3.7 Empirical Evaluation

In this section, we evaluate the ability of our method to generalize, explore the impact of using

pre-trained policies, and compare our method to state-of-the-art baselines. We also inspect the visual

appearance of generated placements and provide insights into the behavior of our policy.

In terms of resource usage, for pre-training, we used the same number of workers as blocks in the

training dataset (e.g., for the largest training set with 20 blocks, we pre-trained with 20 workers)

and the pre-training runtime was 48 hours. To generate the fine-tuning results in Table 3.4, our

method ran on 16 workers for up to 6 hours, but the runtime was often significantly lower due to

early stopping. For both pre-training and finetuning, a worker consists of an Nvidia Volta GPU and

10 CPUs each with 2GB of RAM. For zero-shot mode (applying a pre-trained policy to a new netlist

with no fine-tuning), we can generate a placement in less than a second on a single GPU.

3.7.1 Experimental Setup

In order to perform a fair comparison, we ensured that our method and all baseline methods had

access to the same inputs and the same evaluation settings. Figure 3.4 shows the flow that we used

to conduct the evaluations.
3The deconvolutions layers have a 3x3 kernel size with stride 2 and 16, 8, 4, 2, and 1 filter channels respectively.
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Figure 3.4: Evaluation workflow for producing the results in Table 3.4. We allow each method access
to the same clustered netlist. We use the same hyperparameters (to the extent possible) in all the
methods. Once the placement is completed by each method (this includes the legalization step for
RePlAce), we snap the macros to the power grids, freeze the macro locations, and use a commercial
EDA tool to place the standard cells and report final results.

Once each method finishes placing the netlist, the macro locations are frozen and snapped to the

power grid. Next, the EDA tool performs standard cell placement. The settings for the EDA tool

are drawn directly from our production flow and thus we cannot share all details. The final metrics

in Table 3.4, are reported after PlaceOpt, meaning that global routing has been performed by the

EDA tool.

Clustering standard cells allowed our method to more effectively optimize the placement of macros.

We therefore gave RePlAce access to clustered standard cells and found that its performance also

improved, so we reported results of RePlAce on the netlist with clustered standard cells. Although

RePlAce has a default density threshold of 1.0, we found that our setting of 0.6 resulted in better

performance, so that is what we used to report RePlAce performance. In all other cases, we used the

default settings and cost functions for RePlAce.

For reproducibility, we provide all architectural details and hyperparameter settings for our RL

algorithm in Table 3.1, as well as for the FD method used to place standard cells in Table 3.2.

To cluster the standard cells for each chip block, we used hMETIS [107], which partitions millions

of standard cells into thousands of clusters. The hyperparameters for hMETIS are listed in Table

3.3. For all other hMETIS hyperparameters, we simply use the default settings. Please refer to the

hMETIS manual [1] for the value of these defaults and for more detailed information about each

hyperparameter. Note that we use a licensed version of hMETIS, but to our knowledge, the same

features are available in the open-source version.

To avoid overfitting, we employ an early stopping mechanism that halts RL training once the

policy converges. More precisely, training stops when it has been two hours since the evaluation

return improved by at least 0.5% over the best return so far.

3.7.2 Open-Source Benchmark: Ariane RISC-V

For the Ariane benchmark, we used the following open-source design [234] (https://github.com/

pulp-platform/ariane), and mapped all logical memories to physical memories of size 256x16,

https://github.com/pulp-platform/ariane
https://github.com/pulp-platform/ariane
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Hyperparameter Value
Learning rate 1.00E-04
Optimizer Adam
Num Epochs 4
Num GPUs 16
Num CPUs per GPU worker 10
Batch size per GPU 64
Effective batch size (Num GPUS × Batch size per GPU) 1024
Clip Grad 1
Num actors per GPU 32
Weight initializer Xavier
Episodes per rollout 2
PPO loss:
Clipping parameter (ϵ) 0.2
Value Coeff 0.5
Entropy Coeff 0.01
Discount (γ) 1

Table 3.1: Hyperparameters used for finetuning the RL agent. The pre-training hyperparameters are
the same, except for the number of GPUs and the effective batch size. For pre-training, we use one
GPU per block in the training dataset (our largest dataset has 20 blocks).

Hyperparameter Value Description

Number of schedules 3 Number of schedules to run the force-directed
algorithm

Steps [100, 100, 100] Number of steps of the force-directed algorithm
during each schedule

Move Distance Factors [1.0, 1.0, 1.0]
Maximum distance relative to canvas size that a
node can move in a single step of the
force-directed algorithm

Attract Factors [100, 1e-3, 1e-5] The spring constants between two connected
nodes in the force-directed algorithm

Repel Factors [0, 1e6, 1e7] The repellent factor for spreading the nodes to
avoid congestion in the force-directed algorithm

I/O Factors [1.0,1.0, 1.0]
The I/O factor for multiplying the forces from the
I/O ports to the nodes in the force-directed
algorithm

Table 3.2: Hyperparameters used for the force-directed algorithm that places standard cell clusters.



CHAPTER 3. ALPHACHIP: A GRAPH PLACEMENT METHOD FOR CHIP DESIGN 43

Name Val Definition

UBfactor 5 The extent to which unbalanced partitions
are permitted.

Nruns 10
The number of bisections performed by
hMETIS, the best of which is returned
as the final solution.

CType 5

Edge Coarsening (EC) algorithm
(heavy-edge maximal matching).
In this mode, pairs of vertices are grouped
together if they are connected by multiple
hyperedges.

RType 3

Early-Exit Fiduccia-Mattheyses refinement
scheme (FM-EE) algorithm. In this mode,
the FM iteration is aborted if the quality of
the solution does not improve after a
relatively small number of vertex moves.

Vcycle 3

Performs Vcycle refinement on each
intermediate solution, meaning that each
one of the Nruns bisections is also refined
using Vcycles.

Table 3.3: Hyperparameters used to generate standard cell clusters with hMETIS [107].

resulting in 133 macros. In Figure 3.9, we compare a placement generated by our method trained

from scratch and one that was generated in zero-shot mode by a pre-trained policy.

3.7.3 Google TPU Results: Comparing with Baseline Methods

In this section, we compare our method with the state-of-the-art RePlAce [48] and to the production

design of the previous generation of TPU (TPU-v4), which was generated by a team of human

physical designers. The results are shown in Table 3.4.

To perform a fair comparison, we ensured that all methods had the same experimental setup,

including the same inputs and the same EDA tool settings. Note that we ran all of the evaluations of

RePlAce and our method ourselves, but we relied on the TPU physical design team to share metrics

for their best performing manual placements, and they may have evaluated with a slightly different

EDA version. For more details, please see Figure 3.4.

For our method, we use a policy pre-trained on the largest dataset (20 TPU blocks) and then

finetune it on 5 target unseen blocks (denoted by Blocks 1 to 5) for no more than six hours. Due to

confidentiality, we cannot disclose the details of these blocks, but each contains up to 131 macros

and millions of standard cells.

When evaluating the quality of a chip floorplan, there are several metrics that are important

and which trade off against each other. There is no single metric that can be used to capture the

overall quality of a placement, so we report all key metrics, including total wirelength, timing, routing

congestion (horizontal and vertical), area, and power. Timing is reported via TNS (total negative
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Name Method Timing Area Power Wirelength Congestion
WNS (ps) TNS (ns) Total (µm2) Total (W) (m) H (%) V (%)

Block 1 RePlAce 374 233.7 1693139 3.70 52.14 1.82 0.06
Manual 136 47.6 1680790 3.74 51.12 0.13 0.03
Ours 84 23.3 1681767 3.59 51.29 0.34 0.03

Block 2 RePlAce 97 6.6 785655 3.52 61.07 1.58 0.06
Manual 75 98.1 830470 3.56 62.92 0.23 0.04
Ours 59 170 694757 3.13 59.11 0.45 0.03

Block 3 RePlAce 193 3.9 867390 1.36 18.84 0.19 0.05
Manual 18 0.2 869779 1.42 20.74 0.22 0.07
Ours 11 2.2 868101 1.38 20.80 0.04 0.04

Block 4 RePlAce 58 11.2 944211 2.21 27.37 0.03 0.03
Manual 58 17.9 947766 2.17 29.16 0.00 0.01
Ours 52 0.7 942867 2.21 28.50 0.03 0.02

Block 5 RePlAce 156 254.6 1477283 3.24 31.83 0.04 0.03
Manual 107 97.2 1480881 3.23 37.99 0.00 0.01
Ours 68 141.0 1472302 3.28 36.59 0.01 0.03

Table 3.4: Comparisons against baselines. Here, we compare our method with the state-of-the-
art (RePlAce [48]) method and manual placements using an industry standard electronic design
automation (EDA) tool. For all metrics in this table, lower is better.

slack) and WNS (worst negative slack). Negative slack is a measure of the extent to which the

latency of the signal exceeds the expected latency. Timing and congestion are constraints, whereas

wirelength, power, and area are metrics to optimize.

To compare with RePlAce which has a different objective function, we treat the output of a

commercial EDA tool as ground truth. To perform this comparison, we fix the macro placements

generated by our method and by RePlAce and allow a commercial EDA tool to further optimize the

standard cell placements with settings drawn from our production workflow. We used the version of

RePLAce provided in [2], based on the commit on January 9th, 2020. Except for density threshold

(where RePlAce benefited from a lower threshold than its default), we used the default settings and

did not use the timing-driven capability of RePlAce.

As shown in Table 3.4, our method outperforms RePlAce in generating placements that meet

design criteria. While RePlAce is faster and runs in under an hour on a single Intel CPU 3.7 GHz,

the placements are generally of lower quality. Given constraints imposed by the underlying process

technology node, placements will not be able to meet timing constraints in the later stages of the

design flow if WNS is significantly above 150 ps or if the horizontal or vertical congestion is over 1%,

rendering many RePlAce placements (Blocks 1, 2, 3) unusable. These results demonstrate that our

approach is effective in generating high-quality placements that meet design criteria.

Table 3.4 also shows the results for the manual baseline, which is the actual production design of

the previous TPU chip. This baseline was generated by the TPU’s physical design team, and involved

many iterations of placement optimization, guided by feedback from a commercial EDA tool over a

period of several months. Both our method and human experts consistently generate viable placements

that meet timing and congestion requirements. However, our method also outperforms or matches
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manual placements in area, power, and wirelength. Furthermore, our end-to-end learning-based

approach takes far less time to meet design criteria.

3.7.4 Domain Adaptation Results

Figure 3.5 compares the quality of placements generated using pre-trained policies to those generated

by training the policy from scratch. The training dataset is composed of blocks of TPU and of the

open source Ariane RISC-V CPU [234]. In each experiment, we pre-train the policy on all blocks

except for the target block on which we evaluate. We show results for zero-shot mode, as well as

after finetuning the pre-trained policy on a particular design for 2 and 12 hours.

Figure 3.5: Training from scratch vs. fine-tuning for varying amounts of time. For each block, we
show zero-shot results, results after finetuning for 2 and 12 hours, and results for policies trained
from scratch. As can be seen in the table, the pre-trained policy network consistently outperforms
the policy network trained from scratch, demonstrating the effectiveness of learning from training
data offline.

The policy trained from scratch takes much longer to converge, and even after 24 hours, the

results (as evaluated by the reward function) are worse than what the finetuned policy achieves in 12

hours. This demonstrates that exposure to many different designs during pre-training enables faster

generation of higher quality placements for new unseen blocks.

Figure 3.6 shows the convergence plots for training from scratch vs. training from a pre-trained

policy network for Ariane RISC-V CPU [234]. Not only does the pre-trained policy start with a lower

placement cost, but it also converges more than 30 hours faster than the policy trained from scratch.
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Figure 3.6: Convergence plots on Ariane RISC-V CPU. Here, we plot the placement cost of training a
policy network from scratch vs. finetuning a pre-trained policy network for a block of Ariane RISC-V
CPU.

3.7.5 Learning from Larger Datasets

In the following, we explore the impact of the training data on the learning ability of our policy.

TPU chip blocks are quite diverse, and we carefully selected blocks across a representative range of

functionalities (e.g., on-chip and inter-chip network blocks, computation cores, memory controllers,

data transport buffers and logic, and various interface controllers), saturations (ratio of total area of

macros to that of the canvas, < 30%, 30− 60%, > 60%), and macro counts (up to 107). The small

training set contains 2 blocks, the medium set contains 5 blocks, and the large one contains 20 blocks.

As we pre-train on more chip blocks, we are able to more quickly generate higher quality placements

for new unseen chip blocks. Figure 3.7 shows the impact of a larger training set on performance. As

we increase the training set from 2 blocks to 5 blocks and finally to 20 blocks, the policy network

generates better placements both at zero-shot and after being finetuned for the same number of hours.

This suggests that as we expose the policy network to a greater variety of distinct chip designs, the

policy network becomes less prone to overfitting and better at generalizing to new unseen designs.

3.8 Discussion

3.8.1 Use in a Production Setting

Our method was used in the product tapeout of the last four generations of TPU. We fully automated

the placement process through PlaceOpt, at which point the design was sent to a third party for post-

placement optimization, including detailed routing, clock tree synthesis, and post-clock optimization.
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Figure 3.7: Effect of pre-training dataset size. We pre-train the policy network on three different
training datasets (the small dataset is a subset of the medium one, and the medium dataset is a
subset of the large one). We then finetune this pre-trained policy network on the test block and
report cost at various training durations. As the dataset size increases, both the time to convergence
and the quality of generated placements increase.

This is a standard practice for many hardware teams, and physical designers spend months iterating

with commercial EDA tools to produce designs that meet the strict requirements to move to this

next stage.

In the production flow, we use the same reinforcement learning method described in this chapter

and the same EDA workflow to place standard cells. Although the RL placements were already

comparable to manual designs, we performed an additional fine-tuning step with simulated annealing

to further boost performance, which helped to improve macro orientation, as we do not currently

perform macro mirroring in RL. Adding this fine-tuning step improved wirelength by an average of

1.07% (stddev=.04%), slightly reduced timing (average 1.18ns reduction in TNS (stddev=2.4ns)),

and negligibly affected congestion (less than 0.02% variation in vertical or horizontal congestion in

all cases). The resulting end-to-end runtime was 8 hours on average. Since that production launch,

we have replaced SA in our production workflow with a greedy postprocessing step that tunes the

macro orientation in a few minutes, significantly reducing our end-to-end runtime without degrading

quality.

3.8.2 Impact of Cost Trade-offs

In Table 3.5, we perform an ablation study to examine the impact of congestion weight on the

quality of post-PlaceOpt results (final quality of result from the commercial EDA tool). As expected,
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increasing congestion weight improves both horizontal and vertical congestion up to a point, but

results in wirelength degradation, due to the inherent trade-off between these two metrics. A

congestion weight of 0.1 represents a sweet spot in this case, as routing congestion is already low, but

wirelength has not yet overly degraded, which together contribute to lower TNS and WNS as well.

Congestion
Weight

WNS
(ps)

TNS
(ns)

Wirelength
(m)

Congestion
Horizontal (%)

Congestion
Vertical (%)

0.01 163 22.85 48190736 0.30 0.03
0.1 154 11.80 50841227 0.06 0.03
1.0 118 34.73 53153141 0.07 0.02

Table 3.5: Effect of different cost trade-offs on the post-PlaceOpt performance of Block 1 in Table 3.4.
As expected, increasing congestion weight improves both horizontal and vertical congestion up to a
point, but results in wirelength degradation, due to the inherent trade-off between these two metrics.

3.8.3 Robustness to Noise

To demonstrate the sensitivity of our method to noise, we performed 8 runs of fine-tuning on Ariane

RISC-V block, each time with a different random seed and reported the results (in proxy wirelength,

congestion, and density) in Table 3.6. Our evaluations demonstrate that the choice of random seed

had negligible impact on all the metrics, including proxy wirelength, congestion, and density, with a

standard deviation of .0022 in the overall cost across all runs.

Seed Proxy Wirelength Proxy Congestion Proxy Density
111 0.1187 0.9856 0.5780
222 0.1237 1.0251 0.5691
333 0.1207 0.9456 0.5714
444 0.1189 0.9559 0.5681
555 0.1174 0.9168 0.5561
666 0.1187 0.9676 0.5815
777 0.1200 0.9693 0.5772
888 0.1199 1.0087 0.5819

mean 0.1198 0.9718 0.5729
std 0.0019 0.0346 0.0086

Table 3.6: Sensitivity of results to the choice of random seed as measured on a Ariane RISC-V block.
We observed little sensitivity to random seed in any of the three cost functions, though variations
in wirelength and density are lower than congestion. The overall cost for these eight runs had a
standard deviation of 0.0022.

3.8.4 Generalization vs. Training Data

As we train on more chip blocks, we are able to speed up the fine-tuning process on new blocks and

generate higher quality results faster. As discussed earlier, as we increase the training set from 2

blocks (small dataset) to 5 blocks (medium dataset) and finally to 20 blocks (large dataset), the

policy network generates better placements both at zero-shot and after being finetuned for the same
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number of hours. Figure 3.8 shows the placement cost on one test block (a TPU block not included in

training), as the policy network is being pre-trained. We can see that for the small training dataset,

the policy network quickly overfits to the training data and performance on the test data degrades,

whereas it takes longer for the policy network to overfit on the largest dataset and the policy network

pre-trained on this larger dataset yields better results on the test data. This plot suggests that as we

expose the policy network to a greater variety of different training blocks, it will take longer for the

policy network to pre-train, but the policy network will become less prone to overfitting and better

at finding optimized placements for new unseen blocks.

Figure 3.8: Generalization performance as a function of pre-training dataset size. We pre-train the
policy network on three different training datasets (the small dataset with 2 blocks is a subset of
the medium one with 5 blocks, and the medium dataset is a subset of the large one with 20 blocks).
For each policy, at various snapshots during pre-training, we report its inference performance on an
unseen test block. As the dataset size increases, both the quality of generated placements on the test
block as well as the generalization performance of the policy improves. The policy trained on the
largest dataset is most robust to over-fitting.

3.8.5 Insights and Visualizations

Below we share some observations about our method’s behavior that may provide insight into the

metrics in Table 3.4.

One observation is that the RL policy tends to place macros on the same datapath close to each

other, which results in better timing performance. The Edge-GNN encoder embeds the features

of each node by iteratively averaging and applying non-linear transformations to the node’s k-hop

neighboring nodes and edges, where k is the number of iterations applied. Therefore, one hypothesis

is that the representation of nodes in a given datapath are similar to one another, causing our policy

network to generate similar predictions about where they should be placed on the canvas. This

naturally results in nodes in the same datapath being placed near to one another, improving timing

performance.

Another observation is that our policy learns to reserve sufficient area for the subsequent placement

of standard cells, as this effectively optimizes its reward function. Even at zero-shot (meaning that
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we run inference on our policy network in less than one second), our method already exhibits this

behavior as shown in Figure 3.9.

Figure 3.9: Visualization of Ariane placements. On the left, zero-shot placements from the pre-trained
policy and on the right, placements from the finetuned policy are shown. The zero-shot placements
are generated at inference time on a previously unseen chip. The pre-trained policy network (with no
fine-tuning) reserves a convex hull in the center of the canvas in which standard cells can be placed,
a behavior which reduces wirelength and which only emerges after many hours of fine-tuning in the
policy trained from scratch.

Figure 3.10 juxtaposes a placement generated by a human physical designer (on the left) with that

of our method (on the right) for a recent TPU block. The white area shows the macro placements

and the green area shows the standard cell placements. Our method creates donut-shaped placements

of macros surrounding standard cells, which results in a reduction in the total wirelength. These

placement images are blurred to preserve confidentiality.

Figure 3.10: Visualization of a TPU placement. Human expert placements are shown on the left and
results from our approach are shown on the right. The white area represents macros and the green
area represents standard cells. The figures are intentionally blurred as the designs are proprietary.
The wirelength for the human expert design is 57.07m, whereas ours is 55.42m. Furthermore, our
method achieves these results in hours, whereas the manual baseline took several weeks.

3.8.6 Implications for a Broader Class of Problems

We believe that the proposed method has broader implications for other stages of chip design and

other placement optimization tasks. For example, our zero-shot mode allows design space explorations
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through rapid evaluation of computer architectures grounded in the physical reality. Automating

and optimizing architectural exploration and its interface with physical design can not only further

accelerate the chip design process, but also lead to additional improvements in critical hardware

metrics, such as power and timing.

Furthermore, this method is applicable to a broad class of placement optimization problems

outside of chip design, such as city planning (e.g., traffic light placement), compiler optimization

(e.g., datacenter resource allocation), and environmental engineering (e.g., dam placement).

3.9 Conclusion

In this chapter, we propose an RL-based approach to chip floorplanning that enables domain

adaptation. The RL agent becomes better and faster at floorplanning optimization as it places a

greater number of chip netlists. We show that our method can generate chip floorplans that are

comparable or superior to human experts in under six hours, whereas humans take months to produce

acceptable floorplans for modern accelerators. Our method has been used in production to design

the next generation of Google TPU.



Appendix

3.A Early Exploration of RL Optimization Algorithms

We felt that it would be valuable to see more side-by-side comparisons of widely used RL algorithms,

such as PPO [179], REINFORCE [221], and DQN variants [154, 208, 215] on challenging benchmarks.

In the very early days of the AlphaChip project, we ran these comparisons and plotted relative

performance. You can see our comparison against DQN variants in the plots below, which show

a huge gap between DQN and PPO (0.1642 vs. 0.1112, meaning that PPO achieved 32% higher

reward). See Figures 3.A.1 and 3.A.2 below.

Figure 3.A.1: DQN Variants vs. Human Baseline on an Edge Block. Here, we plot cost (negative
reward) for a number of DQN variants, including standard DQN [154], Double DQN [208], and
Dueling DQN [215], compared to a human baseline on the task of placement a block of an edge device.
Lower cost is better. Double DQN and Dueling DQN achieve similar performance, outperforming
vanilla DQN; however, all DQN variants have much higher placement cost than a human expert
placement.

Given the strong performance of PPO, we developed a distributed PPO implementation for this

task, and have since significantly updated our RL architecture, reward functions, and overall problem

formulation.

In recognition of the fact that after such significant changes to our overall method, it is very

possible that these other algorithms would now outperform PPO, we did attempt to revive our

implementations of other RL optimization algorithms. However, we found that, for example, DQN

no longer converges, and we would need to dedicate significant additional development and tuning

effort in order to produce fair side-by-side comparisons.

In chip floorplanning, where the search space is massive and the vast majority of solutions are
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Figure 3.A.2: PPO vs. Human Baseline on an Edge Block. Here, we plot reward for Proximal Policy
Optimization (PPO) compared to a human baseline on the task of placement a block of an edge
device. Higher reward is better.

invalid, PPO is an effective choice because it allows for safe and efficient exploration, but we do think

it is possible that other RL algorithms could enable even better performance.
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3.B Exploring RL Convergence Properties

We ran an additional experiment in which we ran the RL method for longer to see the full convergence

properties of the pretrained policy, as well as one that was trained from scratch.

Figure 3.B.1: Placement cost as a function of training times of up to 60 hours, demonstrating that
the pre-trained RL agent outperforms the one that is trained from scratch.

Although we weren’t able to find the exact checkpoints for the policies in Figure 4 (as those

experiments were run nearly five years ago), we did plot placement cost over time for another TPU

block. As you can see, both policies have fully converged and produce placements of comparable

quality after roughly 60 hours.

It is possible that, on a different block, a policy trained from scratch could eventually overtake

the pre-trained policy. However, from a practical perspective, performance gains seen only after

multiple days would not be useful to a production chip design team.
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3.C Exploring Effect of Input Ordering

Below, we show 10 random orderings for the open-source Ariane RISC-V CPU. As you can see, the

standard deviation of wirelength and congestion cost is very low across different macro orderings,

perhaps because our edge-based graph convolutional neural network is able to effectively capture

netlist topology. This is consistent with what we have observed in earlier work on device placement

[150, 147], where using GNNs greatly reduced the impact of placement ordering.

Random Ordering Proxy Wirelength Proxy Congestion
#1 0.1144 0.9515
#2 0.1137 0.9378
#3 0.1138 0.9629
#4 0.1131 0.9166
#5 0.1134 0.9150
#6 0.1152 0.9401
#7 0.1127 0.9033
#8 0.1122 0.9294
#9 0.1133 0.9163
#10 0.1145 0.9195

MEAN 0.1136 0.9292
STD 0.0009 0.0186

Table 3.C.1: Ablation Study on the Effect of Macro Ordering. Here, we show the effect of varying the
order in which macros are placed by measuring proxy cost given 10 different random macro orderings
of the Ariane RISC-V CPU core.
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3.D Post-RouteOpt Validation of AlphaChip

After placement optimization, the TPU team hands off the layouts to a third party vendor, which

performs detailed routing and sign off.

In Table 3.4, we show results on a previous generation of TPU (TPU-v4), so that we can compare

against manual placements generated by the TPU team. On TPU-v4, our method was generating

placements with strong QoR metrics (post-PlaceOpt), but their unusual shape was concerning to the

TPU team, so they decided to send just one of our placements to this third party vendor for detailed

routing and signoff, along with their own manual placement. Our placement met all of the QoR

requirements (with slightly better metrics than the human placement) and was closable. Generally

speaking, this process is very expensive, but in this one case, both our TPU-v4 placement and the

human expert placement were sent to this external vendor for detailed routing and signoff.

In TPU-v5, on the other hand, placements generated by our method were sent for detailed routing

and signoff (with no accompanying manual placement), and have been validated all the way to

tapeout.

However, to provide insight into the relationship between pre- and post-tool metrics, we provide

these metrics for an example TPU-v5 block, as placements generated by our method were taped out

in TPU-v5, and therefore were taken all the way post-RouteOpt.

Below, we show a blurred placement of this TPU-v5 block, with the yellow/orange rectangles

corresponding to macros. Note that no macros were moved in the course of the external vendor’s

detailed routing optimization.

Figure 3.D.1: Image of an AlphaChip layout taped out in TPU-v5. The yellow and orange rectangles
correspond to macros. Note that no macros were moved in the course of the external vendor’s detailed
routing optimization. The image has been blurred to comply with export control restrictions.

Below, we report the metrics we measured post-PlaceOpt (pre-tool), as well as the post-PlaceOpt

(pre-tool) and post-RouteOpt (post-tool) metrics reported by the external vendor. Note that the
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vendor did not share wirelength metrics.

Core Block Step Wirelength
(um)

WNS (ps) TNS (ns) Congestion
(Vertical)

Congestion
(Hori-
zontal)

fp_hde_top PlaceOpt (Ours) 7.90E+06 -0.002 0 0.00 0.00
fp_hde_top PlaceOpt (Vendor) - -0.008 -0.015 0.00 0.01
fp_hde_top RouteOpt (Vendor) - 0.00 0.00 0.00 0.00

Table 3.D.1: Detailed performance metrics for a TPU-v5 block. Here, we report post-PlaceOpt and
post-RouteOpt metrics from the external vendor on a block of TPU-v5 (fp_hde_top).
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3.E Comparing with Simulated Annealing

In the main body of this chapter, we compared our method against 2 baselines: the academic

state-of-the-art RePlAce and human expert placements. In this appendix section, we provide an

additional comparison with simulated annealing. To generate results for our method, we use the

same procedure as in Table 3.4, pre-training a policy on the largest dataset (20 TPU blocks) and

then fine-tuning it on the same 5 unseen test blocks.

Simulated Annealing (SA) is known to be a powerful, but slow, optimization method. However,

like RL, simulated annealing is capable of optimizing arbitrary non-differentiable cost functions.

To show the relative sample efficiency of RL, we ran experiments in which we replaced it with a

simulated annealing optimizer. Our SA algorithm works as follows: in each SA iteration (step), we

perform 2*N macro actions (where N is the number of macros). A macro action takes one of three

forms: swap, shift, and mirror. Swap selects two macros at random and swaps their locations, if

feasible. Shift selects a macro at random and shifts that macro to a neighboring location (left, right,

up, or down). Mirror flips a macro at random either across the x-axis, across the y-axis, or across

both the x-axis and y-axis. We apply a uniform probability over the three move types, meaning that

at each time step there is a 1
3 chance of swapping, a 1

3 chance of shifting, and a 1
3 chance of flipping.

After N macro actions, we use a Force-Directed (FD) method to place clusters of standard cells,

while keeping macro locations fixed, just as we do in our RL method. For each macro action or FD

action, the new state is accepted if it leads to a lower cost. Otherwise, the new state is accepted with

a probability of exp((prevcost − newcost)/t), where t = tmax × exp(− log(tmax/tmin)× step/steps).

To make comparisons fair, we ran 80 SA experiments sweeping different hyperparameters, including

max temperature ({1× 10−5, 3× 10−5, 5× 10−5, 7× 10−5, 1× 10−4, 2× 10−4, 5× 10−4, 1× 10−3}),

max SA episode length ({5e4, 1e5}), and seed (5 different random seeds), and report the best results

in terms of proxy wirelength and congestion costs in Table 3.E.1. Each of the 80 SA workers runs an

experiment corresponding to one particular choice of the 5 random seeds, 2 episode lengths, and 8

max temperatures.

Replacing Deep RL with SA in our framework Ours
Proxy Wirelength Proxy Congestion Proxy Wirelength Proxy Congestion

Block 1 0.048 1.21 0.047 0.87
Block 2 0.045 1.11 0.041 0.93
Block 3 0.044 1.14 0.034 0.96
Block 4 0.030 0.87 0.024 0.78
Block 5 0.045 1.29 0.038 0.88

Table 3.E.1: Performance of our method compared to Simulated Annealing (SA). This table shows
proxy wirelength and congestion for each block. Note that because these proxy metrics are relative,
comparisons are only valid for different placements of the same block. Even with additional time (18
hours of SA vs. 6 hours of RL), SA generates placements with 14.4% higher wirelength and 24.1%
higher congestion on average.
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The SA baseline uses more compute (80 SA workers × 2 CPUs per SA worker × 18 hours of

runtime = 2880 CPU-hours) than our method (16 RL workers × (1 GPU + 10 CPUs per RL worker)

× 6 hours = 1920 CPU-hours). Here, we are treating the cost of one GPU as roughly 10 times that

of a CPU . If we had stopped SA after 12 hours (and if we didn’t use early stopping in RL), then the

two methods would have used equivalent compute, but the SA results after 12 hours were not even

close to competitive. Even with additional time (18 hours of SA vs. 6 hours of RL), SA struggles

to produce high-quality placements compared to our approach, generating placements with 14.4%

higher wirelength and 24.1% higher congestion on average.

In addition to producing lower quality layouts, we also observed that SA falls far short of RL

in its sample efficiency and ability to leverage compute. For example, we plot below the relative

sample efficiency of RL vs. SA on a TPU block given different numbers of workers (16, 64, 256, and

1024). SA requires more than 10× as many samples (environment calls) to reach the same placement

quality when training with 16 workers, and the gap only widens with growing worker counts with SA

requiring nearly 100× more environment interactions once we scale to 1024 workers.

Figure 3.E.1: Sample Efficiency of RL vs. SA. Here, we depict cost as a function of the number of
samples (environment calls) for both RL and SA. We show this for a set up with 16 workers, 64
workers, 256 workers, and 1024 workers, in the upper left, upper right, lower left, and lower right,
respectively.



Chapter 4

From Scrutiny to Silicon:

Post-Publication Discussion and

Impact of AlphaChip

4.1 Background

In Chapter 3, we introduced AlphaChip, a deep RL method for chip placement optimization. In this

chapter, we describe the post-publication impact and discussion surrounding this work. AlphaChip

was one of the first RL methods deployed to solve a real-world engineering problem, and its publication

triggered an explosion of work on AI for chip design [229, 227, 233, 228, 42, 66, 23, 195, 29, 47, 65,

216, 28, 144]. Since the work described there was published in Nature, AlphaChip has been used in

three additional generations of Google’s flagship AI accelerator, the Tensor Processing Unit (TPU).

These chips have been manufactured and deployed in data centers all over the world. As shown in

Figure 4.1.1, the gap between the performance of AlphaChip and human experts has grown with

each successive generation of TPU, going from 10 RL-placed blocks and 3.2% wirelength reduction

vs. human experts in TPU v5e, to 15 blocks with 4.5% reduction in TPU v5p, to 25 blocks with

6.2% reduction in Trillium. AlphaChip has also generated superhuman chip layouts for blocks used

in datacenter CPUs (Axion) and other unannounced chips across Alphabet. Other organizations

have adopted our approach and built on it. For example, MediaTek, a leading global chipmaker,

extended AlphaChip to accelerate development of their most advanced chips, while improving power,

performance, and area.

Nevertheless, as described in Sutton’s “The Bitter Lesson” [192], there is often reluctance to accept

the application of machine learning to new areas, and ultimately this has led to some confusion

60
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Figure 4.1.1: AlphaChip has been deployed in three additional generations of TPU. In each generation,
it has been adopted in a greater proportion of blocks and has outperformed human experts by a
wider margin.

around our work, which we summarize below.

These concerns were collected into an article published in the November 2024 issue of Communi-

cations of the ACM [141], which was presented as a “meta-analysis” of our Nature paper and two

non-peer-reviewed papers:

• Cheng et al.: The first is an invited ISPD paper1 by Cheng et al. [39]. This paper did not

follow standard machine learning practices, and its reinforcement learning methodology and

experimental setup diverged significantly from those described in our Nature paper. Nevertheless,

its hamstrung version of our method still outperformed RePlAce2 [48], which was the state of

the art when we published in Nature.

• Markov et al.: The second “meta-analyzed” paper is an unpublished PDF with no author

list [15], which is described as a “separate evaluation” performed by “Google Team 2”, but

was in fact co-authored by the author of the CACM article, Igor Markov3, though this is not

disclosed4. This paper did not meet Google’s bar for publication. In 2022, it was reviewed

by an independent committee at Google, which determined that “the claims and conclusions

in the draft are not scientifically backed by the experiments” [163] and “as the [AlphaChip]

results on their original datasets were independently reproduced, this brought the [Markov

et al.] RL results into question” [163]. We provided the committee with one-line scripts that

generated significantly better RL results than those reported in Markov et al., outperforming

their “stronger” simulated annealing baseline. We still do not know how Markov and his

collaborators produced the numbers in their paper.
1Invited papers at ISPD are not peer-reviewed.
2Incidentally, RePlAce, as noted in a footnote of Cheng et al., is unable to produce any result at all for 2 out of the

6 test cases in its main data table.
3Markov did not disclose anywhere in his “meta-analysis” that he is an author of one of the two “separate evaluations”.

He also omitted his name from the paper’s authors in the references section, and linked only to an anonymous PDF.
When questioned on LinkedIn, Markov admitted his authorship, but later deleted the post.

4Markov also failed to disclose his role as a high-level employee at Synopsys, a company which licenses commercial
tools that compete with our open-source method.
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Markov’s “meta-analysis” offers one additional source of concern regarding our paper: a “whistle-

blower” within Google. However, this “whistleblower” admitted to a Google investigator that he had

no reason to believe fraud occurred: “he stated that he suspected that the research being conducted

by Goldie and Mirhoseini was fraudulent, but also stated that he did not have evidence to support

his suspicion of fraud” [123].

In his “meta-analysis”, Markov speculates wildly and without evidence about fraud and scientific

misconduct, none of which occurred. Most of Markov’s criticisms are of this form: it does not look

to him like our method should work, and therefore it must not work, and any evidence suggesting

otherwise is fraud. Nature investigated Markov’s concerns, found them to be entirely without merit,

and published an Addendum upholding our work at the conclusion of this process [75].

As an example, in the opening paragraph of his conclusions, Markov states (emphasis his): “In the

paper, we find a smorgasbord of questionable practices in ML [26]5 including irreproducible research

practices, multiple variants of cherry-picking, misreporting, and likely data contamination (leakage).”

We did not engage in any of these practices, or any other form of scientific misconduct, and Markov

provides no evidence for these allegations. Nowhere in Markov’s paper does he describe any form

of alleged cherry-picking, let alone multiple variants, nor does he provide evidence. Nor does he

describe any form of alleged “misreporting,” or explain what he means by this, or provide evidence.

Nor does he provide any evidence of data contamination (leakage), aside from his speculation that it

would have improved our results if it had occurred. Many of these allegations appear for the first

time in his “Conclusions” section!

In an effort to discredit our TPU deployments, Markov also suggests that Google must just be

“dogfooding” our method, allowing inferior AlphaChip placements to be used in TPU in order to

prop up our research paper. This is untrue, and absurd on its face. Google cares far more about the

efficiency of TPU designs – a multi-billion-dollar project that is central to Google’s cloud and AI

initiatives – than it does about a research paper6.

For clarity, we present a timeline of events, including non-confidential deployments7:

• Apr 2020: Released arXiv preprint of our Nature paper [16].

• Aug 2020: 10 AlphaChip layouts taped out in TPU v5e.

• Jun 2021: Published Nature article [149].

• Sep 2021: 15 AlphaChip layouts taped out in TPU v5p.
5Note that Markov’s citation 26 has nothing to do with our paper, though readers may mistakenly believe that it

offers corroboration.
6In reality, we had to work for a long time to build enough trust for the TPU team to use our layouts, even after

AlphaChip was outperforming human experts on the metrics, and this makes sense – their job is to deliver TPU chips
and make them as efficient and reliable as possible, and they cannot afford to take unnecessary risks.

7AlphaChip has been deployed in other hardware across Alphabet that we cannot yet disclose.
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• Jan 2022 - Jul 2022: Open-sourced AlphaChip [79], after ensuring compliance with export

control restrictions and excising internal dependencies. This involved independent replication

of the results in our Nature paper by another team at Google. See Section 4.3.

• Feb 2022: Independent committee within Google declined to publish Markov et al. as the

data did not support its claims and conclusions [163].

• Oct 2022: 25 AlphaChip layouts taped out in Trillium.

• Feb 2023: Cheng et al. posted on arXiv [39], claiming to perform “massive reimplementation”

of our method, despite it being fully open-source. As discussed in Sections 4.2 and 4.A, Cheng

et al. did not run our method as described in Nature, among other issues.

• Jun 2023: Markov released arXiv preprint of his “meta-analysis” [140].

• Sep 2023: Nature posted Editor’s note stating that they are investigating our paper, and

initiated second peer review process [149].

• Mar 2024: 7 AlphaChip layouts adopted in Google Axion Processors (ARM-based CPU).

• Apr 2024: Nature completed its investigation and post-publication review, and found entirely

in our favor, concluding that “the best way forward is to publish an update to the paper in

the form of an Addendum (not a ‘Correction’, as we have established that there is little that

actually needs correcting).” [241]

• Sep 2024: Nature published Addendum upholding our work [75], removed Editor’s note.

• Sep 2024: SVP of MediaTek announced that they extended AlphaChip to accelerate develop-

ment of their most advanced chips [74].

• Nov 2024: Markov republished his “meta-analysis”, though his concerns were already found to

be without merit during Nature’s investigation and second peer review process.

• April 2025: AlphaChip layouts used in Ironwood (latest public TPU as of May 2025).

In brief, Markov’s CACM paper contains no original data, and is a “meta-analysis” of just two

papers. The first is presented with no author list (though Markov was an author), was never published,

made claims that were not scientifically backed by the data, and could not be reproduced. The

second, Cheng et al., is the only substantive content in Markov’s “meta-analysis”, so we devote the

remainder of this chapter to describing significant issues in its purported reproduction of our method.
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4.2 Errors in Attempted Reproduction of Our Method

Cheng et al. claim to evaluate our method against alternative approaches on new test cases.

Unfortunately, Cheng et al. did not run our method as described in Nature, so it is unsurprising that

they report different results. In this section, we describe major errors in their purported reproduction:

• Did not pre-train the RL method. The ability to learn from prior experience is the

key advantage of our learning-based method, and to remove it is to evaluate a different and

inferior approach. Incidentally, pre-training also gives rise to the impressive capabilities of

large language models like Gemini [199] and ChatGPT [161] (the “P” in “GPT” stands for

“pre-trained”). See Section 4.2.1.

• Used an order of magnitude fewer compute resources: 20x fewer RL experience collectors

(26 vs 512 in Nature) and 2x fewer GPUs (8 vs 16 in Nature). See Section 4.2.2.

• Did not train to convergence. Training to convergence is standard practice in machine

learning, as not doing so is well known to harm performance [4]. See Section 4.2.3.

• Evaluated on non-representative, irreproducible benchmarks. Cheng et al.’s bench-

marks have much older and larger technology node sizes (45nm and 12nm vs sub-7nm in

Nature), and differ substantially from a physical design perspective. Additionally, the authors

were unable or unwilling to share the synthesized netlists necessary to replicate the results in

their main data table. See Sections 4.2.4 and 4.3.2.

• Performed “massive reimplementation” of our method, which may have introduced

errors. We recommend instead using our open-source code. See Section 4.3.

These major methodological differences unfortunately invalidate Cheng et al.’s comparisons with

and conclusions about our method. If Cheng et al. had reached out to the corresponding authors of

the Nature paper8, we would have gladly helped them to correct these issues prior to publication9.

4.2.1 No Pre-Training Performed for RL Method

Unlike prior approaches, AlphaChip is a learning-based method, meaning that it becomes better and

faster as it solves more instances of the chip placement problem. This is achieved by pre-training,

which consists of training on “practice” blocks (training data) prior to running on the held-out test

cases (test data).
8Prior to publication of Cheng et al., our last correspondence with any of its authors was in August of 2022 when

we reached out to share our new contact information.
9In contrast, prior to publishing in Nature, we corresponded extensively with Andrew Kahng, senior author of

Cheng et al. and of the prior state of the art (RePlAce), to ensure that we were using the appropriate settings for
RePlAce.
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As we showed in Figure 5 of our Nature paper (reproduced below as Figure 4.2.1), the larger

the training dataset is, the better the method becomes at placing new blocks. As described in our

Nature article, we pre-trained on 20 blocks in our main data table (Nature Table 1).

Figure 4.2.1: Figure 5 of the Nature paper (reproduced above) shows performance gains from
pre-training on a larger number of blocks. As we scale up the pre-training dataset size, the RL
agent’s performance improves.

Cheng et al. did not pre-train at all (i.e., no training data), meaning that the RL agent had

never seen a chip before and had to learn how to perform placement from scratch for each of the test

cases. This removed the key advantage of our method, namely its ability to learn from prior

experience.

By analogy to other well-known work on reinforcement learning, this would be like evaluating a

version of AlphaGo [186] that had never seen a game of Go before (instead of being pre-trained on

millions of games), and then concluding that AlphaGo is not very good at Go.

We discussed the importance of pre-training at length in our Nature paper (e.g., the word

“pre-train” appeared 37 times), and empirically demonstrated its impact. For example, Nature

Figure 4 (reproduced here as Figure 4.2.2) showed that pre-training improves placement quality

and convergence speed. On the open-source Ariane RISC-V CPU [62], it took 48 hours for the

non-pretrained RL policy to approach what the pre-trained model could produce in 6 hours. As

described in our Nature paper, we pre-trained for 48 hours for the results in our main data table,

whereas Cheng et al. pre-trained for 0 hours.

Our open-source repository [79] enables full reproduction of the methods described in our Nature

paper (see Section 4.3). Cheng et al. have attempted to excuse their lack of pre-training by suggesting

that our open-source repository does not support pre-training [39], but this is incorrect. Pre-training

is simply running the method on multiple examples, and this has been always been supported.

4.2.2 RL Method Provided with Far Fewer Compute Resources

In Cheng et al., the RL method is provided with 20x fewer RL experience collectors (26 vs 512 in

Nature) and half as many GPUs (8 vs 16 in Nature). Using less compute is likely to harm performance,
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Figure 4.2.2: Figure 4 of the Nature paper (reproduced above) showed that pre-training improves
convergence speed compared to starting from a randomly initialized policy. On the open-source
Ariane RISC-V CPU, the randomly initialized policy took 48 hours to approach what the pre-trained
policy could produce in 6 hours.

or require running for considerably longer to achieve the same (or worse) performance.

As shown in Figure 4.2.3 (reproduced from a follow-up paper [232]), training on a larger number

of GPUs speeds convergence and yields better final quality. If Cheng et al. had matched the

experimental settings described in Nature, this would likely have improved their results.

Figure 4.2.3: Figure 6 from a follow-up paper [232] (reproduced above) demonstrated that speed
and quality improve with additional compute resources. Left: Placement return (higher is better) vs.
training time as a function of the number of GPUs. An infeasible placement receives a −2 placement
return. Increasing the number of GPUs results in better final placements. Right: Time to reach
a given placement return as a function of the number of GPUs. The grey bars indicate that the
experiment did not reach a specific return value. The best placement return −1.07 can only be
achieved with GPU=8, the largest setting in this experiment.

4.2.3 RL Method Not Trained to Convergence

As a machine learning model trains, loss typically decreases and then asymptotes, representing

“convergence” — the model has learned what it can about the task it is performing. Training to

convergence is standard practice in machine learning, and not doing so is well known to harm
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performance [4].

Cheng et al. did not train to convergence on any of the four blocks for which

convergence plots were provided on their accompanying project site [159] (no plots were

provided for BlackParrot-NG45 or Ariane-NG45).

Figure 4.2.4 shows the convergence plots from Cheng et al.’s project site, and Table 4.2.1

summarizes the information available. For all four blocks with convergence plots (Ariane-GF12,

MemPool-NG45, BlackParrot-GF12, and MemPool-GF12), training was cut off at a relatively low

step count (350k, 250k, 160k, and 250k steps, respectively)10. Following standard machine learning

practices would likely improve performance on these test cases.

Figure 4.2.4: Convergence plots from Cheng et al.’s project site. On Ariane-NG45 (top left) and
MemPool-NG45 (top right), there is an odd divergence at around 100k steps, but loss appears to be
trending downwards and would likely have improved with further training. On BlackParrot-GF12
(bottom left) and MemPool-GF12 (bottom right), the model has not yet converged and would likely
benefit from additional training time as well.

10Although Cheng et al.’s Figure 4 appears to show convergence on Ariane-NG45 after 1M steps, it omits most
components of the total training loss, depicting only wirelength, density, and congestion costs. However, total loss is
composed of entropy regularization loss, KL penalty loss, L2 regularization loss, policy gradient loss, and value estimate
loss. See open-source code for details of training loss: https://github.com/google-research/circuit_training/
blob/90fbe0e939c3038e43db63d2cf1ff570e525547a/circuit_training/learning/agent.py#L408. Cheng et al. did
not provide the Tensorboard for this block, and as shown in Table 4.2.1, all other blocks were run for far fewer than
1M steps.

https://github.com/google-research/circuit_training/blob/90fbe0e939c3038e43db63d2cf1ff570e525547a/circuit_training/learning/agent.py#L408
https://github.com/google-research/circuit_training/blob/90fbe0e939c3038e43db63d2cf1ff570e525547a/circuit_training/learning/agent.py#L408
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Block Name from Cheng et al.’s Table 1 Tensorboard? Num Steps Total Loss Curve
Ariane-NG45 No 1M No Tensorboard.
BlackParrot-NG45 No ? No Tensorboard.
MemPool-NG45 Yes 250k Divergence at 100k steps,

clearly has not con-
verged.

Ariane-GF12 Yes 350k Divergence at 130k steps,
clearly has not con-
verged.

BlackParrot-GF12 Yes 160k Still converging, training
stopped prematurely.

MemPool-GF12 Yes 250k Still converging, training
stopped prematurely.

Table 4.2.1: Cheng et al. did not train properly on any of the test cases for which Tensorboards were
provided on the accompanying project site.

4.2.4 Test Cases Not Representative of Modern Chips

In our Nature paper, we report results on Tensor Processing Unit (TPU) blocks with sub-7nm

technology node size, which is typical of modern chips. In contrast, Cheng et al. reports results

on older technology node sizes (45nm and 12nm), which differ substantially from a physical design

perspective; for example, at sub-10nm, multiple patterning is typically used [52, 220], causing routing

congestion issues to emerge at lower density. Therefore, for older technology node sizes, our method

may benefit from adjustment to the congestion or density components of its reward function11. We

have not focused on applying our technique to designs with older nodes because all of our work is at

7nm, 5nm, and more recent processes, though we would welcome contributions from the community

on this front.

4.3 Transparency & Reproducibility

4.3.1 AlphaChip is Fully Open-Source

We have open-sourced a software repository [79] to fully reproduce the methods described in our

Nature paper. Every line of our RL method is freely available for inspection, execution, or modification,

and we provide source code or binaries to perform all preprocessing and postprocessing steps. Open-

sourcing the code took over a year of effort by the TF-Agents team12, and included independent

replication of our methodology and the results in our Nature paper. From our open-source repository:

“Open-sourcing our code involved partnering with another team at Google (TF-Agents).
11Google engineers suggested this, but their guidance was not followed (see Section 4.A.4).
12TensorFlow Agents is a reinforcement learning infrastructure team at Google, which provides open-source libraries.

See https://www.tensorflow.org/agents.

https://www.tensorflow.org/agents
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TF-Agents first replicated the results in our Nature article using our codebase, then

reimplemented our method and replicated our results using their own implementation, and

then open-sourced their implementation as it does not rely on any internal infrastructure.”

Cheng et al. unnecessarily “reverse-engineered” two functions that we provide as binaries for

performance optimization (the proxy cost function and force-directed (FD) standard cell placer). As

discussed in an MLCAD 2021 paper [93], we now recommend using DREAMPlace [132] for standard

cell placement, rather than FD, as it yields superior performance. We provide the legacy FD binary

for the sole purpose of enabling exact reproduction of our method as published in Nature.

Regarding public benchmarks, we reported results on the open-source Ariane RISC-V CPU [62]

in Nature. Additionally, in a follow-up paper at MLCAD 2021 [93], we evaluated on the open-source

ISPD 2015 contest benchmark [27]. Because we have open-sourced our code, the community is free

to follow our methodology and evaluate our method on any public benchmark.

4.3.2 Claims They Cannot Share Their “Open” Test Cases

One of the criticisms put forth in Cheng et al. was that the Nature evaluation was done on proprietary

TPU blocks (in addition to the open-source Ariane block that was also evaluated, and the public

ISPD 2015 benchmark in a follow-up publication [93]). Cheng et al. claimed to evaluate on a set of

open test cases to improve reproducibility, but when we corresponded with the authors, they were

unable or unwilling to provide the synthesized netlists necessary to replicate their results on the

“open” test cases in their main data table (Table 1).

Unfortunately, this means that we cannot replicate any of the results in Cheng et al.’s Table 1:

• GF12 (12nm): These test cases are proprietary and unavailable to the public, and Cheng et

al.’s results are obfuscated, meaning that even if an external researcher were to obtain access, a

direct comparison would still be impossible.

• NG45 (45nm): Cheng et al. have not shared the synthesized netlists necessary to reproduce

their NG45 results, despite 10+ requests since February 2024. Note that other papers evaluate

on the NG45 blocks, but their results are inconsistent with those in Cheng et al.’s Table 1 (e.g.,

see Table 2 of AutoDMP [5]), underscoring reproducibility challenges.

Notably, other researchers have also repeatedly requested access to these test cases and to the

output placements referenced in the paper, but Cheng et al. have so far been unable to release

them13, meaning that no one is able to reproduce their findings on these “open” testcases.

It is unfortunate that modern chip IP is sensitive and proprietary, and to our knowledge, there are

no open benchmarks available for cutting edge processes. We encourage the chip design community
13For example, see https://github.com/TILOS-AI-Institute/MacroPlacement/issues/78 and https://github.

com/TILOS-AI-Institute/MacroPlacement/issues/67.

https://github.com/TILOS-AI-Institute/MacroPlacement/issues/78
https://github.com/TILOS-AI-Institute/MacroPlacement/issues/67
https://github.com/TILOS-AI-Institute/MacroPlacement/issues/67
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to create more open designs for modern sub-7nm processes, as this will help push the field forward.

At the moment, fully open designs are typically 28nm, 45nm, or even 130nm, and many physical

design issues are quite different than in sub-7nm processes.

4.4 Discussion

In Cheng et al.’s attempt to reassess our work, the authors did not run our method as described in

Nature (e.g., they performed no pre-training, used substantially less compute, and did not train to

convergence), reported results on benchmarks that are neither representative nor reproducible, and

ran questionable ablation/correlation studies.

In his paper [141], Markov published baseless allegations of fraud based on a “meta-analysis” of

Cheng et al. (which did not reproduce our methodology) and an anonymous PDF (that Markov

actually coauthored), whose results could not be reproduced and for which “the claims and conclusions

in the draft are not scientifically backed by the experiments” [163].

Meanwhile, AlphaChip has inspired an explosion of work on AI for chip design, and its superhuman

layouts have been taped out in four generations of TPU deployed in Google datacenters all over

the world, as well as other chips across Alphabet and by external chipmakers. We look forward to

seeing AI continue to transform all aspects of hardware design, just as advances in hardware have

revolutionized AI.

4.5 Moving Forward: AlphaChip’s Broader Impact

AlphaChip’s impact can be seen through its applications across Alphabet, the research community

and the chip design industry. Beyond designing specialized AI accelerators like TPUs, AlphaChip

has generated layouts for other chips across Alphabet, such as Google Axion Processors, Google’s

first Arm-based general-purpose data center CPUs.

External organizations are also adopting and building on AlphaChip. For example, MediaTek,

one of the top chip design companies in the world, extended AlphaChip to accelerate development of

their most advanced chips while improving power, performance and chip area.

AlphaChip has triggered an explosion of work on AI for chip design, and has been extended to

other critical stages of chip design, such as logic synthesis [44] and macro selection [124].

4.6 External Perspectives from Academic and Industry Leaders

Below we share perspectives from industry and academic leaders on the research and production

impact of AlphaChip [74]:
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“AlphaChip’s groundbreaking AI approach revolutionizes a key phase of chip design. At

MediaTek, we’ve been pioneering chip design’s floorplanning and macro placement by

extending this technique in combination with the industry’s best practices. This paradigm

shift not only enhances design efficiency, but also sets new benchmarks for effectiveness,

propelling the industry towards future breakthroughs.”

— SR Tsai, Senior Vice President of MediaTek

“AlphaChip has inspired an entirely new line of research on reinforcement learning for

chip design, cutting across the design flow from logic synthesis to floor planning, timing

optimization and beyond. While the details vary, key ideas in the paper including pretrained

agents that help guide online search and graph network based circuit representations

continue to influence the field, including my own work on RL for logic synthesis. If not

already, this work is poised to be one of the landmark papers in machine learning for

hardware design.”

— Siddharth Garg, Professor of Electrical and Computer Engineering, NYU

“AlphaChip demonstrates the remarkable transformative potential of Reinforcement Learn-

ing (RL) in tackling one of the most complex hardware optimization challenges: chip

floorplanning. This research not only extends the application of RL beyond its established

success in game-playing scenarios to practical, high-impact industrial challenges, but also

establishes a robust baseline environment for benchmarking future advancements at the

intersection of AI and full-stack chip design. The work’s long-term implications are

far-reaching, illustrating how hard engineering tasks can be reframed as new avenues for

AI-driven optimization in semiconductor technology.”

— Vijay Janapa Reddi, John L. Loeb Associate Professor of Engineering and

Applied Sciences, Harvard University

“Reinforcement learning has profoundly influenced electronic design automation (EDA),

particularly by addressing the challenge of data scarcity in AI-driven methods. Despite

obstacles including delayed rewards and limited generalization, research has proven re-

inforcement learning’s capability in complex electronic design automation tasks such as

floorplanning. This seminal paper has become a cornerstone in reinforcement learning-

electronic design automation research and is frequently cited, including in my own work

that received the Best Paper Award at the 2023 ACM Design Automation Conference.”

— Professor Sung-Kyu Lim, Georgia Institute of Technology



CHAPTER 4. FROM SCRUTINY TO SILICON: ALPHACHIP POST-PUBLICATION 72

“There are two major forces that are playing a pivotal role in the modern era: semiconductor

chip design and AI. This research charted a new path and demonstrated ideas that

enabled the electronic design automation (EDA) community to see the power of AI and

reinforcement learning for IC design. It has had a seminal impact in the field of AI for

chip design and has been critical in influencing our thinking and efforts around establishing

a major research conference like IEEE LLM-Aided Design (LAD) for discussion of such

impactful ideas.”

— Ruchir Puri, Chief Scientist, IBM Research; IBM Fellow

4.7 Conclusion

We believe AlphaChip has the potential to optimize every stage of the chip design cycle, from

computer architecture to manufacturing — and to transform chip design for custom hardware found

in everyday devices such as smartphones, medical equipment, agricultural sensors and more.

Future versions of AlphaChip are now in development and we look forward to working with the

community to continue revolutionizing this area and to bring about a future in which chips are even

faster, cheaper and more power-efficient.



Appendix

4.A Other Discussions

In this appendix, we describe other concerns with Cheng et al., including its comparison with

closed-source commercial autoplacers, its contrived “ablation” of initial placement in standard cell

cluster rebalancing, its flawed correlation study, and its erroneous claim of validation by Google

engineers.

4.A.1 Inappropriate Comparison With Commercial Autoplacers

Cheng et al. compares a severely weakened RL method against unpublished, closed-source, proprietary

software released years after our method was published. This is not a reasonable way to evaluate our

method – for all we know, the closed-source tool could have built directly on our work.

In May of 2020, we performed a blind internal study14 comparing our method against the latest

version of two leading commercial autoplacers. Our method outperformed both, beating one 13 to 4

(with 3 ties) and the other 15 to 1 (with 4 ties). Unfortunately, standard licensing agreements with

commercial vendors prohibit public comparison with their offerings.

4.A.2 Contrived “Ablation” of Initial Placement in Standard Cell Cluster

Rebalancing

Prior to running the methods evaluated in our Nature paper, an approximate initial placement from

physical synthesis, the previous step of the chip design process [196], was used to resolve imbalances

in the sizes of standard cell clusters from hMETIS [108].

Cheng et al. ran an “ablation” study on a single block (Ariane-NG45). Instead simply skipping

the cluster rebalancing step, they tried placing all chip components on top of each other in the
14Our blind study compared RL to human experts and commercial autoplacers on 20 TPU blocks. First, the physical

design engineer responsible for placing a given block ranked anonymized placements from each of the competing
methods, evaluating purely on final QoR metrics with no knowledge of which method was used to generate each
placement. Next, a panel of seven physical design experts reviewed each of the rankings and ties. The comparisons
were unblinded only after completing both rounds of evaluation. The result was that the best placement was produced
most often by RL, followed by human experts, followed by commercial autoplacers.
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lower-left corner15, causing the rebalancing step to produce degenerate standard cell clusters. When

this harmed performance, Cheng et al. concluded that our RL agent was somehow making use of

initial placement information, even though it does not have access to the initial placement and does

not place standard cells.

We ran an ablation study which eliminated any use of initial placement whatsoever, and observed

no degradation in performance (see Table 4.A.1). We simply skipped the cluster rebalancing step and

instead reduced hMETIS’s cluster “unbalancedness” parameter to its lowest setting (UBFactor=1)16,

which causes hMETIS to generate more balanced clusters [108]. This ancillary preprocessing step

has been documented and open-sourced since June 10, 2022 [79], but is unnecessary and has already

been removed from our production workflow.

TPU-v6 Block wirelength wns tns density congestion (H) congestion (V)
Clustering with
initial placement

5,176 -0.046 -2.466 23.830 0.01 0.01

Clustering with
no initial place-
ment

5,133 -0.048 -2.583 23.827 0.01 0.01

Table 4.A.1: RL results after clustering standard cells with and without the initial placement. Lower
magnitude is better for all metrics. Clustering without initial placement does not appear to harm
performance.

4.A.3 Flawed Study of Correlation Between Proxy Cost and Final Metrics

Cheng et al. claimed that our proxy costs are not well-correlated with final metrics, but their

correlation study actually showed a weak but positive correlation between overall proxy cost and all

final metrics except standard cell area (see Cheng et al.’s Table 2, reproduced here as Figure 4.A.1).

Note that we treat area as a hard constraint, and therefore do not optimize for it.

Figure 4.A.1: Cheng et al.’s Table 2 (reproduced above, emphasis ours) showed a weak but positive
correlation between overall proxy cost and final metrics, except std cell area, which we treat as a
hard constraint and do not optimize.

Proxy costs used in ML-based optimization are often only weakly correlated with the target
15Cheng et al. also tried placing all components on top of each other in the upper-right corner and on a single point

in the center of the canvas. Unsurprisingly, this yielded the same degenerate results.
16UBfactor is a parameter that ranges from 1 to 49, where lower settings instruct hMETIS to prioritize balanced

cluster sizes. UBfactor was set to 5 in our Nature paper.
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objective. For example, large language models like Gemini [199] and ChatGPT [161] are trained to

guess the next word in a sequence, which is an intrinsically noisy signal.

Additionally, Cheng et al.’s correlation study made some surprising choices:

• Cheng et al. only report correlation for proxy costs below 0.9 and provide no justification for

this decision. This threshold excludes the majority of their own results (e.g., see Cheng et al.’s

Table 1).

• The correlation study considers only a single 45nm test case (Ariane-NG45). NG45 is a much

older technology node size and the congestion and density components of the overall cost

function should probably be adjusted for better correlation (see Section 4.2.4).

Incidentally, AutoDMP17 used proxy wirelength, congestion, and density costs similar to those

proposed in our Nature paper, and found that they do in fact correlate with final metrics [5].

4.A.4 Incorrect Claim of Validation by Google Engineers

Cheng et al. claimed that Google engineers confirmed its technical correctness, but this is untrue.

Google engineers (who were not corresponding authors of the Nature paper) merely confirmed that

they were able to train from scratch (i.e., no pre-training) on a single test case from the quick start

guide in our open-source repository. The quick start guide is of course not a description of how to

fully replicate the methodology described in our Nature paper, and is only intended as a first step to

confirm that the needed software is installed, that the code has compiled, and that it can successfully

run on a single simple test case (Ariane).

In fact, these Google engineers share our concerns and provided constructive feedback, which was

not addressed. For example, prior to publication of Cheng et al., through written communication

and in several meetings, they raised concerns about the study, including the use of drastically less

compute, and failing to tune proxy cost weights to account for a drastically different technology node

size.

The Acknowledgements section of Cheng et al. also lists the Nature corresponding authors and

implies that they were consulted or even involved, but this is not the case. In fact, the corresponding

authors only became aware of this paper after its publication.

17AutoDMP is also one of the methods compared against in Cheng et al.’s Table 1.
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Chapter 5

Synthetic Data Generation and

Multi-Step Reinforcement Learning

5.1 Introduction

This chapter, the first in Part II, introduces SWiRL (Step-Wise Reinforcement Learning), a synthetic

data generation and RL method that improves performance on multi-step reasoning and tool use.

This approach iteratively generates multi-step reasoning and tool use data, and then learns from

that data. It employs a simple step-wise decomposition that breaks each multi-step trajectory into

multiple sub-trajectories corresponding to each action by the original model. It then applies synthetic

data filtering and RL optimization on these sub-trajectories. We evaluated SWiRL on a number

of multi-step tool use, question answering, and mathematical reasoning tasks. Our experiments

show that SWiRL outperforms baseline approaches by 21.5%, 12.3%, 14.8%, 11.1%, and 15.3% in

relative accuracy on GSM8K, HotPotQA, CofCA, MuSiQue, and BeerQA, respectively. Excitingly,

the approach exhibits generalization across tasks: for example, training only on HotPotQA (text

question-answering) improves zero-shot performance on GSM8K (a math dataset) by a relative 16.9%.

Large Language Models (LLMs) have demonstrated remarkable capabilities in Natural Language

Processing [69, 12, 162]. However, they often struggle to answer complex queries that require reasoning

and tool use across multiple steps [222], such as multi-hop question-answering, mathematical problem-

solving, coding, and other agentic tasks, [226, 202, 222, 49, 94, 57, 126].

Traditional reinforcement learning (RL) approaches, such as RL from Human Feedback (RLHF)

[45], RL from AI Feedback (RLAIF) [18], and RL from Execution Feedback (RLEF) [68], have

focused on single-step optimization, leaving the challenge of multi-step tasks largely unaddressed.

Many real-world problems require a sequence of interrelated actions; for example, when answering

a challenging question, a model must determine not just what information to seek, but when to

77



CHAPTER 5. SYNTHETIC DATA GENERATION AND MULTI-STEP RL 78

stop searching and synthesize its findings. Multi-step reasoning creates a compounding challenge,

as incorrect intermediate steps often lead to incorrect final results, making it critical to maintain

accuracy across the entire chain of actions or learn to effectively recover from such errors.

To address this challenge, we present Step-Wise Reinforcement Learning (SWiRL), an offline

multi-step optimization technique. We consider a setting where the model has access to a tool, such

as a search engine or calculator, and can run a sequence of tool use calls as needed to answer the

question. Our goal is to teach the model how to decompose complex problems into a sequence of

more manageable subtasks, when to call the tool, how to formulate a call to the tool, when to use

the results of these queries to answer the question, and how to effectively synthesize its findings. In

particular, we propose a two stage approach, in which we first generate multi-step synthetic data and

then learn from these data using a step-wise reinforcement learning method. This approach has the

key practical advantage that we can quickly generate large volumes of multi-step training data via

parallel calls to avoid throttling the training process with slow tool use execution. In addition, this

offline process enables greater reproducibility due to having a fixed dataset.

To generate multi-step synthetic training data, we provide an open-source LLM (Gemma 2 [71])

with access to a relevant tool (e.g., a search engine or calculator). We iteratively prompt the model

to generate multi-step trajectories; at each step, the model is free to generate a chain of thought,

and may either call a tool or produce a final answer, which we refer to as the model’s action. If

the model generates a tool use call, its query is automatically extracted from the overall response

and executed in the environment, and the result is presented to the model in the next step. The

trajectory ends when the model generates an answer to the original question, which it indicates using

special markers. We convert each trajectory with k actions into k subtrajectories, containing the

context from the beginning of the trajectory up to that action. We then use a step-wise reinforcement

learning approach to optimize over this dataset, employing a generative reward model that evaluates

each action in the context of its subtrajectory.

This granular approach enables us to apply direct feedback after each step of the trajectory, and

to do so in a manner that is contextually aware. Unlike prior RL finetuning approaches used in

frontier open-source models like DeepSeek-R1 [53] and Llama-3 [77], we do not solely optimize for

final performance, and use no golden labels; however, by optimizing for the reasonableness of each

step given prior steps, SWiRL does in fact improve final performance.

In addition to evaluating SWiRL on challenging multi-hop question-answering and mathematical

problem-solving tasks, we also study the generalization properties of this methodology. This is of key

interest because there is an explosion of agentic applications for language models, and methods that

generalize across datasets and tasks will be easier, cheaper and faster to adapt to diverse agentic

applications of LLMs. We also measure the effectiveness of different synthetic data filtering strategies,

study SWiRL’s ability to generalize across datasets and tasks, measure the impact of model size and
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dataset size, and explore the mechanism driving these performance improvements.

Our contributions are as follows:

• We propose Step-Wise Reinforcement Learning (SWiRL), an approach to synthetic data

generation and offline RL that advances multi-step reasoning and tool use.

• We demonstrate generalization across datasets. For example, training SWiRL on HotPotQA

[226] not only improves performance on the dataset itself, but also yields superior performance

on other multi-hop question-answering datasets, e.g., 21.5% on GSM8K [49], 15.3% on BeerQA

[167], 11.1% on MuSiQue [202] and 14.8% on CofCA [222].

• We also show transfer across disparate tasks, namely mathematical reasoning to question-

answering and vice versa. Training only on multi-hop HotPotQA question-answering improves

performance on GSM8K [49] (a math dataset) by 16.9%, and training on GSM8K improves

performance on HotPotQA (multi-hop question-answering) by 9.2%.

• We analyze the impact of synthetic data filtering strategies in a multi-step reasoning and tool

use setting, and demonstrate that models learn best from datasets which have been filtered

step-wise to ensure high-quality reasoning traces, but which are not filtered by outcome (correct

final answer).

• We explore the impact of training dataset size and model size on SWiRL, observing that

significant gains can be achieved even with just 1000 trajectories and that smaller models

(Gemma-2-2b and 9b) can benefit from in-domain SWiRL, but do not display the same

generalization as their larger counterpart, Gemma-2-27b.

• We demonstrate that SWiRL effectively improves the average process reward, even when

evaluated on out-of-distribution tasks, suggesting that the downstream performance gains are

driven by improved multi-step reasoning.

5.2 Methodology

Our methodology, Step-Wise Reinforcement Learning (SWiRL), consists of two stages. In the first

stage, we generate and filter synthetic data. In the second stage, we use a step-wise reinforcement

learning approach to optimize a generative base model on the synthetic trajectories. SWiRL does not

require golden labels or human annotations, and instead relies entirely on model-based judgments for

data generation, filtering, and RL optimization. The overall flow of our methodology is depicted in

Figure 5.2.1 (Stage 1) and Figure 5.2.2 (Stage 2).
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Figure 5.2.1: In SWiRL Stage 1, we generate and filter multi-step synthetic trajectories. At each step,
the model is free to generate a chain of thought, call a tool such as a search engine or calculator, and/or
produce an answer to the original question. Process-filtered data corresponds to trajectories in which
every step is judged to be reasonable by a model judge (Gemini 1.5 Pro Thinking). Outcome-filtered
data corresponds to trajectories with a final answer that matches the golden label.

5.2.1 Multi-Step Data Collection

In Stage 1 (see Figure 5.2.1), we generate synthetic trajectories consisting of multiple steps of

reasoning and tool use, which we use as training data for the step-wise RL methodology described in

the next section. To compile a large-scale collection of synthetic trajectories, we augment a language

model with a tool (e.g., a search engine or calculator), and iteratively prompt the model to generate

multi-step trajectories. At each step, the model is asked to choose whether to call a tool or produce a

final answer, and is always free to generate chains of thought (which it typically does). If the model

generates a tool use call, it is parsed from the overall response, executed in the environment, and the

result is presented to the model in the next step. See Appendix 5.A for the prompt, which contains a

question, explicit instructions regarding multi-step tool utilization, and the results of prior tool use

calls.

For each multi-step synthetic trajectory, we define the following annotations. The trajectory itself

is denoted by τ = (s1, a1, . . . , sK , aK). The first state s1 is the original prompt. Each following state

si contains the entire context so far, containing state si−1, action ai−1, and the environment (tool

call) response to ai−1. Each action ai is the model response, given state si. The last action, aK , is

the model’s answer to the original prompt.

In this chapter, we compiled a dataset of 50,000 synthetic trajectories seeded by 10,000 multi-step

questions from the HotPotQA training set [226] (i.e., 5 trajectories per question), and a mathematical

reasoning dataset of 37,500 synthetic trajectories seeded by the 7,500 questions in the GSM8K

training set [49]. Note that, for HotPotQA, we filtered out “Easy” questions, which can typically be

answered with a single search query. To prevent synthetic trajectories from being excessively long,
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we set a maximum step count of 5 for HotPotQA questions, and 10 for GSM8K questions (which

typically require 2-8 steps to solve).

Having compiled these datasets, we consider four different filtering strategies and measure their

impact on performance (Figure 5.2.1): (1) No filtering; (2) Process filtering, where we retain

trajectories in which each step was deemed reasonable given all previous steps. Concretely, a model

(Gemini 1.5 Pro Thinking, in our case) is prompted to render a binary judgment as to whether action

ai is reasonable given the context si. See Appendix 5.A for our prompt. No golden labels are used;

(3) Outcome filtering, where we select trajectories based solely on whether the final response, aK ,

matches the golden answer; and (4) Process and outcome filtering, in which we take the intersection

of both filtering approaches and retain only trajectories that exhibit both step-wise soundness and

correct final outcomes.

Recent approaches to synthetic data distillation, such as Deep-Seek R1 [53], have demonstrated

that synthetic data filtered for correct outcomes can lead to good performance with single-step RL

and supervised finetuning (SFT). In this chapter, we sought to explore whether this pattern would

hold in a multi-step, tool use setting, and to explore the impact of both outcome and process filters.

Like this prior work, we observed that filtering multi-step trajectories for correctness was effective for

SFT, and in fact critical for good performance. However, we found that SWiRL, unlike SFT, can

learn even from trajectories that end in incorrect final answers. In fact, we achieve our best results

by including process-filtered data, regardless of the correctness of the outcome.

5.2.2 Step-Wise Reinforcement Learning Methodology

 “Next, I should find out what Ross Lynch’s age is. 
<search_query>Ross Lynch age</search_query>”

Action 1
Prompt

“To figure out who is older, I should first search for age of Glenn Hughes.
 <search_query>age of Glenn Hughes</search_query>”

SWiRL Stage 2: Step-Wise RL Optimization

Step 1

Action 1
Prompt Env 

Response
Step 1

Action 2

Step 2

Action 1
Prompt Env 

Response
Step 1

Action 2

Env 
Response
Step 2

Action N 
(Response)

Step N

…

…

“Who is older Glenn 
Hughes or Ross Lynch?”

Reward

“Given the results of my previous 
previous searches, I have enough 
information to answer the question. 
<answer>Glenn Hughes</answer>”

Reward model 
generates score for 
last action, given 
prior steps. 

“Who is older Glenn 
Hughes or Ross Lynch?”

“Who is older Glenn 
Hughes or Ross Lynch?”

Reward

Reward
Reward model generates 
score for last action, given 
prior steps. (no access to 
golden answers.) 

Reward model 
generates score for last 
action, given prior steps. 

Figure 5.2.2: In SWiRL Stage 2, we perform step-wise RL to train on the synthetic multi-step
trajectories from Stage 1. Each step contains an action, which corresponds to a tool call or the
final response. The model is free to generate chains of thought during each step. The environment
responses are captured in the prior steps of the synthetic trajectories, which were generated offline.
Granular feedback is provided by a generative reward model, which is used to perform RL optimization
directly on each action, given the prior context.
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As shown in Figure 5.2.2, we propose a RL approach capable of learning effectively from the

synthetic multi-step trajectories generated in Stage 1. At each step, a base model is optimized to

predict either the next intermediate step or the final response based on preceding context. At each

step i, the model has access to the full contextual history, including the original prompt, all previous

model-generated steps and any applicable environment response corresponding to those steps.

Thus, our objective function is the expected sum of stepwise rewards:

J(θ) = Es∼T, a∼πθ(s) [R(a|s)]

Here, πθ is the base model parametrized by θ, which is finetuned via SWiRL (Note that we

also use πθ to generate synthetic data.) T denotes the set of all states in the synthetic multi-step

trajectories, i.e., each incremental state s within each trajectory τ . The reward signal R(a|s) is

derived from a generative reward model, specifically Gemini 1.5 Pro in our experiments, which

assesses the quality of the generated response a given the context s. No golden labels are used.

We optimize this expected reward using the same policy gradient algorithm used in Gemma 2 to

perform RLHF [70, 71]1 Our granular, step-by-step finetuning paradigm enables the model to learn

both local decision-making (next-step prediction) and global trajectory optimization (final response

generation) while being guided by immediate feedback on the soundness of each prediction.

5.2.3 Step-Wise Inference-time Evaluation

As shown in Figure 5.2.3, at inference time, we iteratively prompt the model to either call a tool

or produce a final answer. If the model generates a search query (indicated by <search_query>

</search_query> tags), we parse out that query, embed it with a Gecko model [125], perform a

nearest neighbor lookup in the corresponding vector database, and inject the retrieved article into the

model’s context window. If the model generates a calculator tool call (indicated by <math_exp>

</math_exp> tags), we parse out the mathematical expression, execute it with a SymPy interpreter,

and inject the calculated results into the context window. This process terminates when the model

either produces an answer (signaled by producing <answer> </answer> tags) or reaches the

maximum number of queries (5 for question-answering datasets, and 10 for mathematical reasoning

datasets). See Appendix 5.D for example trajectories.
1This particular RL algorithm remains unpublished, an unfortunate circumstance that I came to realize only after

having run all of the experiments in this chapter. For the purposes of this chapter, I think it is sufficient to say that it
is a policy gradient method that closely resembles GRPO [185], as the contributions here are largely orthogonal to the
choice of RL optimization algorithm.
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Figure 5.2.3: SWiRL Multi-Step Inference. At inference time, we iteratively prompt the model to
call available tools as many times as necessary (up to a limit) before answering the original question.
Here, prompts are truncated for clarity and to adhere to space limitations, but full trajectories are
available in Appendix 5.D. Note that, in this particular example, the original GSM8K question
contains a grammatical error and should read “How much was each watermelon sold for?”.

5.3 Related Work

Reinforcement Learning for LLM Finetuning. One prominent approach, Reinforcement Learn-

ing from Human Feedback (RLHF) [164, 45], consists of training a reward model on human preference

labels at the response level, followed by RL optimization using Proximal Policy Optimization (PPO)

[179]. Building upon this framework, Reinforcement Learning with AI Feedback (RLAIF) [18] has

emerged as a scalable alternative that leverages AI models to generate feedback based on predefined

principles or constitutions, reducing the need for costly human annotations. RL from Execution

Feedback (RLEF) [68] uses environment feedback, such as pass rate on coding test cases, to calculate

the reward, which it then optimized via PPO. Besides PPO, other RL optimizations, such as Direct

Preference Optimization (DPO) [169] and its successors (e.g., [17, 59, 143, 121]) as well as GRPO [185]

have also proven to be effective for finetuning LLMs to maximize a target reward. A limitation of the

above approaches is that they focus on single-step optimization with the reward being calculated only

at the end of the episode, leading to suboptimal performance for multi-step optimization [133, 213]. In

SWiRL, we focus on scenarios where multiple steps of reasoning and tool calls are necessary prior to

generating a response. Unlike the above methods, SWiRL enables the model to receive feedback on its

granular stepwise actions which leads to better multi-step reasoning and tool use across longer horizons.

Multi-Step Optimization with RL. Recent work including DQO [133] and OREO [213] propose

offline reinforcement learning to improve multi-step reasoning for LLMs. However, neither focuses
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on enhancing a model’s ability to use tools or interact with an external environment. Additionally,

unlike our approach, which optimizes at the (reasoning) step level, DQO relies on token-level actions,

which as shown in [213], are generally less effective than step-level actions. Moreover, OREO requires

training a separate value network and policy network, and relies on iterative co-optimization of both

models. The process of maintaining, training, and serving these two models can be prohibitively

expensive, particularly for larger models. PRIME [51] proposes an online approach to improve

multi-step reasoning, but does not enable tool use or offline training. Tulu-3 [120] uses verifiable

rewards to train a language model to do better at mathematical reasoning, but unlike SWiRL,

requires access to golden labels.

Reasoning Improvement with Synthetic Data. Several approaches have been proposed for

generating synthetic reasoning data. These methods either rely on golden labels to filter the data or

use a combination of golden labels and process or outcome reward models [235, 189]. For example,

STaR [235] generates chain-of-thoughts (CoT) for reasoning questions, filters for those that result in

correct answers, and performs Supervised Fine-Tuning (SFT) on those reasoning traces. The paper

also proposes an augmentation technique called “rationalization”, in which for each question the

model answered incorrectly, the model is provided with the correct answer and prompted to generate

a CoT that leads to that answer. Rejection finetuning (RFT) [231] is another method that relies on

collecting reasoning traces from the model and using those with correct outcomes for SFT. ReST

[80] demonstrates strong performance on machine translation by iteratively generating data and

then finetuning on that data using either a supervised or reinforcement learning objective. ReSTEM

[189] is an extension of ReST which outperforms training on human data alone for math and coding

evaluations, but which plateaus after a few iterations, presumably due to overfitting. Our method

also uses a model-based approach to generate multi-step trajectories. However, we show that using a

model to label the steps within each reasoning trajectory leads to higher out-of-domain generalization

than using only the trajectories which contain correct final answers, meaning that we do not require

golden labels. In addition, we enable the model to use tools iteratively to perform multi-hop question

answering and mathematical reasoning.

Process vs. Outcome Based Optimization. There have been a number of attempts to compare

the effectiveness of process and outcome-based approaches in the domain of math and reasoning [128,

206, 190]. For example, [128] showed that (Outcome Reward Models) ORMs are more effective than

(Process Reward Models) PRMs at the task of ranking samples from a fixed generator model, whereas

[206] demonstrated that outcome supervision yields comparable accuracy to process supervision at

lower cost, but that the reasoning traces from the resulting model exhibit lower fidelity. Both rely on

expensive human annotations and golden labels, and do not explore the differential effect of data
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filtering on supervised vs. RL optimization objectives.

5.4 Experiments

Datasets HotpotQA CofCA (Avg) MuSiQue
Metrics PM† PM† PM†

Proprietary LLMs
GPT-4 74.8 51.9 63.9

GPT-3.5 62.8 40.7 53.1
Gemini 1.0 Pro 63.5 33.3 46.9

Bing Chat 72.1 41.6 52.3
o1-preview 76.9 58.5 67.9

Open Source LLMs
Llama 2-7b 38.5 28.9 34.2
Mistral-7b 34.9 25.6 29.2
Qwen 2-7b 39.3 30.7 33.5

Base Gemma 2-27b 58.6 31.7 35.4
SWiRL Gemma 2-27b (Ours) 67.8 39.3 43.6

Table 5.4.1: Comparison of Accuracy (PM†: Partial Match) across Multiple Datasets: HotpotQA,
CofCA (Average of 2-hop, 3-hop, and 4-hop), and MuSiQue. Baseline results were drawn from
[222]. The Gemma-2 models, both SWiRL and the base model, were not given access to the context
documents, but were allowed to sequentially query a vector database. The SWiRL model was trained
on HotPotQA using process-filtered data, and for consistency with baseline results, evaluated on
GPT-4o with the same prompts as [222] on 300 randomly subsampled questions. See Appendix 5.E
for example ids.

5.4.1 Evaluation Datasets

To evaluate performance on multi-step search tool use, we selected five challenging multi-hop

question-answering and mathematical reasoning datasets:

• HotPotQA [226] is comprised of multi-hop questions from a variety of domains. Human

annotators constructed the questions to be answerable only by combining information from

two paragraphs of Wikipedia.

• MuSiQue [202] is a multi-hop question-answering dataset constructed by chaining together

multiple single-hop questions.

• CofCA [222] is a multi-hop dataset constructed to be answerable only by querying a counter-

factual version of Wikipedia. It contains 2- to 4-hop questions.

• BeerQA [168] is an extension of HotPotQA designed to include an even greater number of

hops than the original dataset.

• GSM8K [49] is a dataset composed of grade school math word problems, which typically take

2-8 steps to solve.
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For question-answering datasets, we set up a vector database containing all articles from each

data split using Gecko-1B with 768-dimensional embeddings (English) [125].

For the experiments in Table 1, we follow the same procedure as [222], evaluating performance

on 300 randomly subsampled examples from the target dataset, using the same language model

as a judge (GPT4o) and the same prompt. For every other experiment in this paper, we used

Gemma-2-27b as our judge, as this was more cost effective, with the exception of GSM8K for which

we used Gemini 1.5 Pro as it exhibited noticeably better numeric evaluation. Model-based evaluation

is emerging as a scalable and less brittle alternative to exact match and F1 metrics [238, 78], but

does introduce a new source of stochasticity into the evaluation. See Appendix 5.C for our own

manual inspection and error analysis of three different model judges.

As described in Section 5.2.3, for each question, we iteratively prompt the model to either call a

tool or produce a final answer, and limit the maximum number of queries to 5 for question-answering

datasets, and 10 for mathematical reasoning datasets.

5.4.2 Results and Discussion

Figure 5.4.1: Impact of Data Filtering on Model Performance. The synthetic trajectories used
for training were derived from HotPotQA prompts. SWiRL learns to perform multi-hop question
answering even when trained on unfiltered synthetic data. SWiRL’s best performance comes from
training on process-only filtered data, where the data is selected based on the soundness of each step
within its reasoning traces, but which includes both correct and incorrect responses.

Impact of Data Filtering on Model Performance: We evaluated the influence of various

filtering mechanisms on downstream task accuracy, as shown in Figure 5.4.1. Concretely, we consider

4 different types of filtering: no filtering, outcome-based filtering that ensures correct final answers,

process-based filtering that ensure that each step is correct as judged by a model, and both process

and outcome-based filtering.

In all experiments, we fix the number of trajectories used for finetuning (with the exception of our
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GSM8K HotPotQA CofCA BeerQA MuSiQue
(math) (qa) (qa) (qa) (qa)

Base Model 0.65 0.65 0.54 0.59 0.45
SWIRL on GSM8K (math) 0.79 0.71 0.56 0.68 0.49
SWIRL on HotPotQA (qa) 0.76 0.73 0.62 0.68 0.50

Table 5.4.2: SWiRL Generalization Performance. Finetuning on synthetic traces from HotPotQA or
GSM8K improves performance on both in-distribution and out-of-distribution tasks. Interestingly,
training on a different domain and tool (e.g., math and a calculator) improves performance on
question-answering with a search engine and vice versa, suggesting the effectiveness of SWiRL in
improving general multi-step reasoning and tool use capability.

ablation study on the impact of scaling dataset size), and we provided all models with access to an

appropriate tool. Notably, process-only filtering consistently yields the highest accuracy, suggesting

that focusing on the procedural aspects of data refinement is more important than the correctness

of a training trajectory. While both unfiltered and filtered data demonstrated an improvement

over the baseline model, filtering for correctness usually harms performance; with the exception of

MuSiQue, outcome-filtered or outcome and process-filtered data is less effective than unfiltered data.

We hypothesize that this is because SWiRL actually benefits from having access to both positive and

negative examples. These results underscore the relative unimportance of outcome-based filtering,

which requires golden labels. They also demonstrate that our process RL method can effectively

learn from even trajectories with incorrect final answers.

Generalization Across Disparate Tasks: To measure generalization across training tasks, we

evaluated the mathematical reasoning capabilities of a model trained on multi-hop question-answering

with search tool use (HotPotQA). Specifically, we evaluated the performance of this model on GSM8K,

a mathematical reasoning task, providing the model with a SymPy interpreter to use as a calculator.

This experiment was run on a different random subsample of 300 examples. As shown in Table 5.4.2,

applying SWiRL on out-of-distribution data and tasks still improves performance.

Comparison of Supervised Finetuning and SWiRL: Figure 5.4.2 compares the performance of

Supervised Fine-Tuning (SFT) and SWiRL on downstream tasks. The results show that SFT leads to

worse overall performance when compared to SWiRL across all data filtering strategies. We observe

that SFT performs better if we apply it to data that is both process and outcome-filtered, rather only

process-filtered. However, interestingly, SWiRL learns best from data that is only process-filtered.

We attribute this to SFT’s tendency to memorize, rather than generalize [46, 181], which can hinder

the model’s performance on new, unseen scenarios. In contrast, SWiRL has the ability to improve

model performance by targeting per-step reward maximization. SWiRL enables the model to develop

a deeper understanding of the necessary steps of query generation and retrieval, which leads to
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Figure 5.4.2: Comparison of SFT and SWiRL. Synthetic data for training is derived from HotPotQA,
and to derive accuracy, Gemma 2 27b evaluates whether the model’s answer matches the golden
answer. SWiRL greatly benefits from process-only filtered traces, and unlike SFT, is capable of
learning from traces with both correct and incorrect outcomes.

enhanced planning and generalization.

Effect of Tool Use: As discussed in Section 5.2.3, at inference time, we use the proposed multi-step

eval as shown in Figure 5.2.3 and we iteratively prompt the model to make tool calls as necessary to

answer the question. As shown in Figure 5.4.3, both base and SWiRL models improve with SWiRL’s

multi-step tool use inference, but SWiRL-training offers even further improvements. Without access

to a vector database, SWiRL does not outperform the base model, likely reflecting that these

questions cannot be answered without access to particular facts. However, the SWiRL model exhibits

substantial improvements in mathematical reasoning (GSM8K), even without access to a calculator

tool, suggesting that SWiRL training may improve the model’s ability to break down complex

problems into multiple manageable subtasks. However, the results on multi-hop question-answering

without tool use are more mixed,

Impact of Scaling Finetuning Dataset and Model Size: Our experiments on scaling the

fine-tuning dataset size reveal a clear trend: SWiRL has the ability to leverage larger datasets, even

when using only process-filtered data, as shown in Figure 5.4.4. As the fine-tuning dataset size

increases, a consistent enhancement in model performance is observed across our target multi-step

reasoning tasks. While a limited dataset of 100 data points appears insufficient for the model to

effectively generalize, a significant improvement is evident with 1,000 data points, showing solid

gains across all datasets. Furthermore, scaling up to 10,000 data points continues to yield further

performance enhancements, confirming the efficacy of our method in capitalizing on larger datasets

for improved reasoning capabilities.
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Figure 5.4.3: Performance of SWiRL with and without multi-step tool use. SWiRL’s multi-step tool
use inference improves the performance of both the base model and the SWiRL-finetuned model,
but benefits the latter substantially more. Without access to a calculator tool, the SWiRL model
outperforms the base model on mathematical reasoning, but performance on multi-hop question-
answering suffers, as answering knowledge-based questions is more dependent on knowledge of
particular facts and therefore access to the search tool.

Figure 5.4.4: Performance as a Function of Synthetic Dataset Size. Synthetic training data is derived
from HotPotQA, and accuracy is evaluated by Gemma 2 27b. As we scale the dataset size, we observe
consistent improvements in model performance. With only 1000 data points, the model robustly
improves both on in- and out- of distribution datasets.
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We also varied model size, observing that smaller models (2b and 9b) may benefit from in-domain

SWiRL, but do not display the same generalization as their larger counterpart, Gemma 2 27b. See

results in Appendix 5.B.

Effect on Mean Process Label Accuracy:

In the previous subsections, we evaluated the effect of SWiRL on downstream task accuracy. Here,

we take a deeper look to understand how SWiRL achieves these performance improvements. In Table

5.4.3, we show the average process label accuracy for the baseline model vs. a SWiRL finetuned

model on 500 trajectories (seeded by 100 questions) for both HotPotQA and GSM8K. To calculate

the score per step, we use the same model and prompt as we used for process filtering, as described in

Section 5.4.1. We take a macro-average of the process label scores within and then across trajectories.

We observe that both for in-distribution and out-of-distribution tasks, the SWiRL model generates

trajectories with higher average process labels, suggesting that the higher final accuracies are driven

by better multi-step reasoning.

HotPotQA GSM8K
(in distribution) (out of distribution)

Base (Mean Process Label) 82.5% 87.5%
SWiRL on HotPotQA (Mean Process Label) 91.0% 91.6%

Table 5.4.3: Impact of SWiRL on Process Correctness. After our multi-step RL optimization, we
observe that the average correctness of each step improves over the base model on both in- and out-
of distribution tasks.

5.5 Conclusion

In this chapter, we propose a synthetic data generation and offline reinforcement learning approach

to multi-step reasoning and tool use. This approach outperforms baselines by an average 15%

across challenging multi-hop question-answering and mathematical reasoning tasks. We explore the

effect of different data filtering strategies in a multi-step, tool use setting, and find that our RL

approach is effective even on unfiltered data, but performs best on process-filtered data. Unlike

supervised finetuning, our RL approach can learn from trajectories with incorrect final answers and

actually benefits from the presence of a mixture of both correct and incorrect final answers. SWiRL

demonstrates strong generalization properties, improving performance on mathematical reasoning

(GSM8K) by 16.9% when trained on multi-hop question-answering (HotPotQA) and 9.2% vice versa.



Appendix

5.A Prompts for Synthetic Data Generation, Filtering, and

Evaluation

In this chapter, we use the following prompts for data generation, filtering, and evaluation.

Prompt Type Prompt Text

Prompt for Multi-Step Syn-
thetic Data Generation for
Question-Answering with
Search Tool Use

<start_of_turn>user
Please help me answer the following question in just a
few words. If you think it would help to do a search,
please generate a search query enclosed by
<search_query> QUERY </search_query> tags.
Some questions may require multiple searches in order to
answer, so I will allow you to make up to {} sequential
queries before answering the question.
Please do not repeat queries you have already issued, as
this is a waste of time.
I will provide search results in the following format:
QUERY → RESULT.
Once you have enough information, generate an answer
enclosed by <answer>ANSWER</answer> tags.
Please either issue a search query or answer the question,
but not both.
The question is: {}
<end_of_turn>

91
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Prompt Type Prompt Text

Prompt for Multi-Step Syn-
thetic Data Generation for
Mathematical Reasoning with
Calculator Tool Use

<start_of_turn>user
Please help me answer the following question in just a
few words. If you think it would help to use a calculator,
please generate a mathematical query enclosed by
<math_exp> MATH EXP </math_exp> tags.
Some questions may benefit from using a calculator
multiple times in order to answer, so I will allow you to
make up to {} sequential queries before answering the
question.
Please do not repeat queries you have already issued, as
this is a waste of time.
I will provide results in the following format:
QUERY → RESULT.
Once you have enough information, generate an answer
enclosed by <answer>ANSWER</answer> tags.
Please either issue a search query or answer the question,
but not both.
The question is: {}
<end_of_turn>

Prompt Type Prompt Text

Prompt for Process-Filtering
on Multi-Step Search Tool Use
Trajectories

<start_of_turn>user
My boss asked me to answer the following question with
the help of a search engine: {}
This means that I might need to decompose the question
into a sequence of searches before being able to answer
the question.
I am trying to learn how to do this more effectively, so
please provide feedback on my last message.
Please take a look at our conversation so far: {}
When evaluating a message, please only consider the last
message and do not penalize or reward me for previous
messages.
When evaluating an answer, please consider only whether
the answer follows from the search results, and not
whether you believe the answer to be correct.
If there is not enough information from the search results
to answer the question, you should rate any answer as
"BAD". Pay close attention as it may initially seem like
the answer is present when it is not.
When evaluating a search query, please consider whether
it is likely to help me answer the original question.
Explain your reasoning and then answer with either
"GOOD" or "BAD".
<end_of_turn>
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Prompt Type Prompt Text

Prompt for Evaluation /
Outcome-Filtering on Multi-
Step Trajectories with Search
Tool Use

<start_of_turn>user
I need you to help me grade the answer to the following
question: "{}".
The answer key says: {}, and my answer is {}. Am I
correct?
Please explain your reasoning and then answer "YES" or
"NO".
Do not use your own knowledge to the decide, but simply
check whether I gave the answer in the answer key.
<end_of_turn>

Prompt Type Prompt Text

Prompt for Evaluation /
Outcome-Filtering on Multi-
Step Trajectories with Calcula-
tor Tool Use

<start_of_turn>user
I need you to help me grade the answer to the following
question: "{}".
The answer key says: {}, and my answer is {}. Am I
correct?
Please explain your reasoning and then answer "YES" or
"NO".
There are multiple ways to write the same answer. For
example, "10", "10.00", "$10", and "$10.00" are all
equivalent.
<end_of_turn>
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5.B Impact of Model Size on Effectiveness of SWiRL

The trend is that models are growing in parameter count over time [182], so measuring the impact

of model size on the effectiveness of a method can provide insight into its longevity and future

impact. It is also interesting to see whether larger models are able to learn more general patterns

from the training process, and therefore exhibit greater transfer learning across datasets and even

domains (e.g., math vs. question-answering). As shown in Figure 5.B.1, SWiRL demonstrates a clear

performance boost over the baseline Gemma 2-27b model, showcasing consistent improvements across

both in-domain (HotPotQA) and out-of-domain datasets (MuSiQue, COFCA, and BeerQA); while the

2b and 9b Gemma models also exhibit enhanced performance on in-domain data, their generalization

performance on out-of-domain data is less consistent. This suggests that the effectiveness of SWiRL

grows with increased model size, which is consistent with the observation that methods such as

RLHF [164] and RLAIF [18] are more effective for larger models.

Figure 5.B.1: SWiRL Performance vs. Model Size. Synthetic data for training is derived from
HotPotQA. Step-Wise RL finetuning robustly improves performance over baseline for the 27b model
across both in-domain (HotPotQA) and out-of-domain datasets (MuSiQue, CofCA, and BeerQA).
However, while the in-domain improvements hold for smaller models, the out-of-domain performance
is mixed, suggesting that the relative effectiveness of SWiRL is higher for larger models.
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5.C Error Analysis of Three LLM Judges

Table 5.C.1: Error Rates for Gemma-2-27b Judgments on HotPotQA (N=100)

Metric Rate (%)

False Positive Rate (FPR) 4

False Negative Rate (FNR) 1

Table 5.C.2: Manual Analysis of LLM Math Grading Accuracy (N=100)

Model FP FN Notes

Gemma-2-27b 15 0 Overly permissive; all errors
involved units.

GPT-4o 0 10 Overly harsh; all errors in-
volved units.

Gemini 1.5 Pro 4 0 Accurate, slightly permissive;
all errors involved units.

To evaluate the suitability of language models to serve as evaluators (i.e., check the correctness of

a model answer, given a golden answer), we manually checked the correctness of 100 model judgments

from Gemma-2-27b on HotPotQA questions. As shown in Table 5.C.1, we found that the error

was relatively low (4% false positives and 1% false negatives), justifying the use of this low cost

open-source model as our LLM judge.

However, we noticed that Gemma-2-27b made more errors when it came to numeric quantities,

so we decided to run a separate analysis for GSM8K, manually evaluating 100 model judgments each

for three language models (Gemma-2-27b, GPT-4o, and Gemini 1.5 Pro). Interestingly, we found

that Gemma-2-27b tended to be overly “permissive” in its grading, but had zero false negatives,

whereas GPT-4o had a relatively high false negative rate but no false positives. We also observed

that relative results were consistent across model judges; if GPT-4o gave a higher accuracy score to a

particular model, Gemma-2-27b did as well, even if the absolute scores differed. To reduce noise, we

chose to use Gemini 1.5 Pro as the LLM judge for GSM8K, in spite of its higher cost.
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5.D Example Trajectories

For clarity, we provide example trajectories from question-answering and mathematical reasoning

datasets, which showcase both search and calculator tool use.

Trajectory Type Trajectory Text

Example Multi-Hop Question-
Answering Trajectory with
Search Tool Use Generated by
SWiRL model on HotPotQA

<start_of_turn>user
Please help me answer the following question in just a
few words. If you think it would help to do a search,
please generate a search query enclosed by
<search_query> QUERY </search_query> tags.
Some questions may require multiple searches in order to
answer, so I will allow you to make up to 5 sequential
queries before answering the question.
Please do not repeat queries you have already issued, as
this is a waste of time.
I will provide search results in the following format:
QUERY → RESULT.
Once you have enough information, generate an answer
enclosed by <answer>ANSWER</answer> tags.
Please either issue a search query or answer the question,
but not both.
The question is: What company published both The
Scorch Trials and The Death Cure?
<end_of_turn>
<start_of_turn>model
<search_query>the scorch trials publisher
</search_query>
<end_of_turn>
<start_of_turn>user
the scorch trials publisher -> The Scorch Trials is a 2010
young adult post-apocalyptic dystopian science fiction
novel written by American author James Dashner and
the second book, fourth chronologically, in "The Maze
Runner" series. The novel was published on September
18, 2010 by Delacorte Press. It is preceded by "The Maze
Runner", and followed by "The Death Cure". A was
released on September 18, 2015 by 20th Century Fox.
<end_of_turn>
<start_of_turn>model
<search_query>The Death cure publisher
</search_query>
<end_of_turn>
<start_of_turn>user
The Death cure publisher -> The Death Cure is a 2011
young adult dystopian science fiction novel written by
American writer James Dashner and the third book, fifth
chronologically, in the "Maze Runner" series. It was
published on October 11, 2011 by Delacorte Press and
was preceded by "The Maze Runner" and "The Scorch
Trials" and followed by the series prequels, "The Kill
Order and The Fever Code." <end_of_turn>
<start_of_turn>model
<answer>Delacorte Press</answer>
<end_of_turn><eos>
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Trajectory Type Trajectory Text

Example Multi-Step Math Rea-
soning Trajectory with Calcu-
lator Tool Use Generated by
SWiRL model on GSM8K

<start_of_turn>user
Please help me answer the following question in just a
few words. If you think it would help to use a calculator,
please generate a mathematical query enclosed by
<math_exp> QUERY </math_exp> tags.
Some questions may benefit from using a calculator
multiple times in order to answer, so I will allow you to
make up to 10 sequential calls before answering the
question.
Please do not repeat queries you have already issued, as
this is a waste of time.
I will provide search results in the following format:
QUERY → RESULT.
Once you have enough information, generate an answer
enclosed by <answer>ANSWER</answer> tags.
Please either issue a math query or answer the question,
but not both.
The question is: Natalia sold clips to 48 of her friends in
April, and then she sold half as many clips in May. How
many clips did Natalia sell altogether in April and May?
<end_of_turn>
<start_of_turn>model
<math_exp>48 / 2 </math_exp>
<end_of_turn>
<start_of_turn>user
48 / 2 -> 24.0
<end_of_turn>
<start_of_turn>model
<math_exp>48 + 24</math_exp>
<end_of_turn>
<start_of_turn>user
48 + 24 -> 72.0 <end_of_turn>
<start_of_turn>model
<answer>72</answer> <end_of_turn><eos>
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5.E Example Ids

For reproducibility, we provide the ids of the examples used for evaluation.

HotPotQA Example Ids

5ab46a295542990594ba9c1c, 5a85ad925542997b5ce40023, 5a8353285542996488c2e40d, 5a79be835542994bb9457052,
5a82a0fc55429954d2e2eb87, 5adc2c9355429947ff173904, 5ab1e71b554299340b525421, 5a7790ac5542992a6e59def9,
5a83e4195542990548d0b243, 5ab3239b554299194fa93574, 5ae1a460554299234fd042a8, 5a81e075554299676cceb128,
5a7f714c5542992097ad2f6e, 5ab639c055429953192ad2aa, 5a7c1fe4554299683c1c62cf, 5ab7cff355429928e1fe391e,
5aba5b2455429939ce03dc9c, 5a7173b45542994082a3e83c, 5a90049d55429933b8a20468, 5a8e0d7e5542995085b373b4,
5adfbf3155429906c02daa29, 5abf1fed5542990832d3a127, 5addf6415542990dbb2f7f25, 5a8138c155429938b6142300,
5a7ae77b554299042af8f6b0, 5ae293fb5542996483e649fe, 5ae40a8b55429970de88d8a9, 5ab457445542991751b4d748,
5a77d6025542995d83181301, 5a89c2715542993b751ca990, 5a7a4d845542990783324f04, 5ae0ef5e5542990adbacf6df,
5a72321f55429971e9dc934a, 5ac440355542995c82c4ad0d, 5a7dd8625542990b8f503ae8, 5ab48dd55542991779162cd9,
5abc3948554299700f9d782b, 5a8a7cb255429930ff3c0df8, 5ae1178e5542997b2ef7d0d6, 5abd08ae554299700f9d7980,
5ab1e5975542997061209590, 5a74dca85542996c70cfae1f, 5ab8348d55429934fafe6d13, 5a78f1ef55429974737f7919,
5ac16eb355429964131be1f5, 5ae5e12d55429929b08079e4, 5ade6bbf5542997c77adee24, 5adf573c5542995534e8c798,
5a8901d9554299515336125b, 5a89fd9e55429970aeb701e8, 5a7917d955429974737f7982, 5adc1017554299438c868d20,
5a8da5c355429941ae14dffe, 5a8cad265542996e8ac88b19, 5add4ae25542992200553a88, 5ae026eb55429924de1b703a,
5a74fcbe5542996c70cfae67, 5adfa8ac55429942ec259add, 5adbf4555542994650320c18, 5ac31609554299741d48a1c0,
5a7b65bf55429931da12ca86, 5a73870455429905862fe051, 5a8b009755429950cd6afc40, 5ae62b2d5542992ae0d1625b,
5a7b5d795542992d025e6825, 5ab3185755429976abd1bc5f, 5ac046475542996f0d89cb70, 5a89138255429951533612af,
5a85d69f5542997175ce2062, 5a82dfa455429940e5e1a938, 5a8730355542991e7718170f, 5a85b3455542994c784ddb4d,
5a8658c4554299211dda2b02, 5abd9fa55542996e802b4809, 5ab268aa5542993be8fa9908, 5ae5dcc755429929b08079d8,
5a727ef15542992359bc30c5, 5a8e2ba85542995a26add474, 5a84f9465542991dd0999e36, 5a87099455429960ec39b704,
5a864d835542994775f6073c, 5ab9bf3b554299743d22ebe6, 5a864dfc5542994775f6073f, 5a871ce055429960ec39b749,
5a8bd3375542997f31a41dd3, 5ab277965542993be8fa9919, 5abcea83554299114383a194, 5a897561554299515336130b,
5adfdf4a55429906c02daa7c, 5ae265bb5542992decbdccea, 5a84b3035542992a431d1a91, 5a77280b5542994aec3b71ff,
5ae4d41355429908b6326488, 5a76de035542994aec3b718d, 5a7d2045554299452d57bb09, 5abc7af15542993a06baf8ed,
5abddeb55542991f66106083, 5a8218855542990a1d231f4e, 5a732fbb5542992359bc3271, 5a8024ad5542992097ad2fde,
5ae142a4554299422ee9964a, 5a72d5155542991f9a20c5b4, 5a722a4b55429971e9dc931f, 5a7a9ca455429941d65f26f3,
5adfa5405542992d7e9f93ca, 5a7b8e3d55429927d897bfec, 5a7c6ac25542996dd594b925, 5abae9cd5542996cc5e49f04,
5ae18e37554299234fd0428f, 5a84d29d5542994c784dda60, 5ae44eeb5542995dadf2430f, 5adbe7b455429944faac23b0,
5abedd105542993fe9a41d63, 5a80a7df554299485f59867f, 5ab2f6b1554299545a2cfaea, 5ac29ddc554299657fa28fdc,
5a7222ce55429971e9dc92c7, 5ae221f15542994d89d5b366, 5a7f9cc25542995d8a8ddec2, 5abe42aa55429976d4830ac2,
5ae329e45542991a06ce993e, 5a882caa5542997e5c09a596, 5ac1a94455429964131be262, 5a762e0f5542992d0ec06052,
5a7918ec554299148911f9ef, 5a7e0bd25542997cc2c4750b, 5ab8af3c55429916710eb0ac, 5aba94465542994dbf019953,
5a82ef725542995ce29dcd0a, 5ab2a5fb554299545a2cf9ef, 5ab3d4ae5542992ade7c6ec5, 5ac25882554299636651998c,
5ae535f55542993aec5ec17c, 5ac55c915542993e66e8234f, 5adfcf7655429906c02daa49, 5a8a12555542992e4fca84f1,
5a8af82c55429950cd6afc31, 5a8c564b554299240d9c2128, 5a89efb25542992e4fca8497, 5ab58009554299637185c5b2,
5ae69a455542996d980e7c48, 5a8f8dfb5542997ba9cb32bb, 5a811e1955429903bc27b931, 5a81f2955542990a1d231eee,
5abc428955429959677d6a67, 5ac263a25542992f1f2b38a3, 5ac5190d5542996feb3fe9f8, 5a82fbfc55429954d2e2ebe5,
5abce73b5542993a06baf9a2, 5adbf672554299438c868cf0, 5a75dd02554299109176e5aa, 5a8200d055429926c1cdade2,
5a8090105542996402f6a55c, 5adfda36554299025d62a35e, 5a7f9e0155429969796c1aee, 5a7b5f64554299042af8f757,
5a8a7bfb5542996c9b8d5eff, 5ae73fae5542991bbc9761c9, 5a77b0795542992a6e59df89, 5ac178655542994ab5c67d5a,
5ab5eab35542992aa134a3dd, 5ab667be55429954757d328a, 5a7a333f5542996a35c17130, 5ac262a055429951e9e6859a,
5a87ae9d5542994846c1cdc6, 5ac1985e55429964131be248, 5a848c215542992a431d1a4f, 5a89a79c5542993b751ca970,
5a8e16d355429917b4a5bd18, 5a7289755542992359bc30d9, 5a7d1dd055429909bec76960, 5ac152e755429964131be1bb,
5ae7d4f4554299540e5a5659, 5ae21559554299492dc91bc2, 5a8935e6554299669944a506, 5a831cb955429966c78a6b3f,
5a77aa565542992a6e59df6a, 5abff5e95542997d6429596a, 5ae07634554299603e418412, 5ab4eb2b55429942dd415fa2,
5abd512655429924427fcfb4, 5a7ad0195542992d025e66fd, 5a7cf9b455429907fabef07c, 5ae0fa52554299422ee99594,
5ae24d1a5542992decbdcca6, 5a7144df5542994082a3e72f, 5ac0279c5542996f0d89cb3f, 5a88a93c5542994846c1cead,
5adec5955542992fa25da83f, 5abbfd00554299114383a0d4, 5a7b9cac554299042af8f78f, 5ab9020d5542991b5579f0ca,
5a7c1c595542990527d55456, 5a7c583e5542996dd594b910, 5a8e72f05542990e94052b13, 5a85a1015542991dd0999e6f,
5adcb8205542994ed6169bd2, 5a8cef7a554299441c6b9f8a, 5a7fee435542994857a7685b, 5a7b4f2c55429931da12ca66,
5abeaf8a5542997ec76fd346, 5abbe67e5542993f40c73c05, 5a8f4e8955429918e830d1f1, 5ac1a0e15542994ab5c67dab,
5a7a9b4755429941d65f26ef, 5a87c1ac5542997e5c09a565, 5ab962ff554299131ca4231f, 5a7b79c95542997c3ec971b0,
5abe3ac35542993f32c2a0ac, 5a7639d55542992db9473748, 5a7a2ec05542990198eaf0bc, 5ac3d31a5542995ef918c249,
5abae3eb5542996cc5e49ee2, 5adff38b55429925eb1afb7d, 5ab7530b55429928e1fe3849, 5a88dcef55429938390d3fe3,
5ae0027b55429942ec259bda, 5a85ec815542994775f606af, 5ac172a15542994d76dcce2e, 5ac073eb5542996f0d89cbd8,
5ac5262755429924173fb60f, 5a8e72fe5542990e94052b14, 5a76133755429976ec32bcff, 5ae6b38c5542992ae0d16392,
5ab98fee554299131ca4237c, 5ac0e564554299294b219045, 5a72edeb5542992359bc31da, 5a7b663355429931da12ca87,
5a7cbe0f55429909bec767ee, 5a845bdd5542996488c2e524, 5a8a28b55542996c9b8d5e23, 5ae5fb975542996de7b71aa8,
5aba9cff5542994dbf01997e, 5ae11f0b5542997b2ef7d0e0, 5abe16c655429976d4830a71, 5abbdd355542992ccd8e7fc6,
5abedbfa5542993fe9a41d5f, 5a792421554299148911fa09, 5a80c5f6554299260e20a151, 5ab4136b5542996a3a969f18,
5adc375055429944faac246c, 5ac14d9d55429964131be1ab, 5abf23a65542997ec76fd3d7, 5a7e1d4255429965cec5ea79,
5ae63c8f5542992663a4f27c, 5ae71816554299572ea546d1, 5ae4bdeb55429913cc2044ee, 5ae4a09e5542996836b02ced,
5ac2312755429964131be2c3, 5ae36d325542992e3233c3f8, 5a7d68045542995f4f40226d, 5aba88d555429901930fa811,
5a8e1e4b554299068b959e63, 5a7e6d325542991319bc94a7, 5ab96d865542996be20204df, 5ae4d2c255429960a22e01f6,
5a8053cf5542992097ad2fe0, 5a8db1b75542994ba4e3dd01, 5a8d40c95542994ba4e3dc3b, 5ae5af10554299546bf82f23,
5a8d48ff5542994ba4e3dc5a, 5ab5f694554299488d4d9a66, 5a8f99bc55429918e830d28d, 5add0ed35542990d50227dac,
5a8c38235542995e66a4755f, 5ab6ccf155429954757d3372, 5ae44fe75542995dadf24314, 5adcb67e5542994ed6169bca,
5abe833d5542993f32c2a140, 5a8b002155429950cd6afc3e, 5a76f3c65542994aec3b719a, 5ab5207c5542996a3a96a02b,
5a8a73dd5542996c9b8d5eee, 5a9063c955429933b8a2050f, 5a7b45c855429931da12ca4a, 5a8e8b6c5542990e94052b43,
5a7a57935542990783324f1d, 5abe225c5542991f661060ec, 5a72a6b65542994cef4bc3b7, 5ab7f3625542995dae37ea06,
5a7cfdda55429907fabef095, 5a8994505542993b751ca950, 5ae308775542992decbdcdcd, 5ab72f32554299110f219ac3,
5a7b93e05542995eb53be961, 5a88710b554299206df2b26b, 5ab6259855429953192ad272, 5ac29ca6554299218029dac0,
5ac0ab335542992a796ded5d, 5ade469c5542992fa25da722, 5ab318a0554299233954ff07, 5ab1f75d554299340b525443,
5ade5664554299728e26c6d5, 5ae4a3b65542995ad6573dee, 5ae40e3955429970de88d8c5, 5ab9025855429934fafe6e47,
5a82100955429926c1cdae1e, 5ac5138c5542994611c8b36a, 5ab2eb7755429929539468b9, 5ab738945542993667793f97
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5a866fee5542991e77181657, 5a7db2f75542990b8f503a34, 5a8ee0a35542990e94052ba0, 5ae525835542990ba0bbb1cd,
5ac4bfd05542997ea680caab, 5ac4c61a5542996feb3fe93c, 5abbbd0f55429931dba144d5, 5a89372855429951533612e6,
5ab381b155429969a97a816b, 5ac2a912554299218029dae8, 5ae3345f55429928c4239682, 5a7bb3d9554299294a54aaa0,
5abaa25155429901930fa868, 5ac39a1c554299657fa290f9, 5a73332b5542992359bc3287, 5ae655c855429908198fa599,
5add82fc5542997545bbbd57, 5add117e5542990d50227db2, 5ab93287554299753720f78f, 5ab979da554299131ca4233a,
5a79c7f95542994bb9457099, 5ab58ae15542992aa134a357, 5ae3bdfa5542990afbd1e1c0, 5add7d055542990dbb2f7e61,
5ae136f655429920d5234325, 5a80b4635542992bc0c4a7bd, 5ab93287554299753720f78f, 5ae3b4d05542992f92d82349,
5ae77a31554299540e5a55c7, 5ae0d91e55429924de1b7198, 5ae64cab5542991bbc9760be, 5ab865be5542990e739ec8e5,
5a804fc45542992bc0c4a6f0, 5ac2ffa9554299218029dbb2, 5ae7b03e5542993210983ef6, 5a77153355429937353601c8,
5ae61be055429929b0807ace, 5a8ae6c055429950cd6afbce, 5ae64cab5542991bbc9760be, 5a72a00d5542991f9a20c53c,
5ae7b03e5542993210983ef6, 5a8eacc75542995085b37473, 5ab9253c554299131ca4227f, 5a8ee0a35542990e94052ba0,
5a866fee5542991e77181657, 5a888a8a5542997e5c09a603, 5abeed7e5542993fe9a41da0, 5ae4b3da55429913cc2044d6,
5add28c85542992ae4cec4be, 5abffc58554299012d1db552, 5a8bab4e554299240d9c207c, 5abae52a5542996cc5e49eea,
5abba27f5542996606241708, 5ab6ad2855429953192ad35e, 5aba6b2d55429901930fa7a9, 5abc145b554299658360041f,
5a7336d05542991f9a20c68d, 5ac3b0f15542995ef918c1fc, 5ac3ad225542995ef918c1da, 5a7a06935542990198eaf050,
5ae6038155429929b0807a55, 5ab3dde2554299753aec59d6, 5ab381b155429969a97a816b, 5a77bd595542995d83181291,
5a76cb6e5542994aec3b717a, 5a7524ca55429929fddd850a, 5ade025e5542997dc790711e, 5ac17f4f5542994ab5c67d70,
5ae0fa8b5542997b2ef7d0c6, 5a7336d05542991f9a20c68d, 5a8b560855429950cd6afcba, 5adce28f5542990d50227d52,
5ac491eb5542996feb3fe8d2, 5a7fe9975542994857a76847, 5a72b2695542991f9a20c56f, 5a89372855429951533612e6,
5ac219df5542992f1f2b37fc, 5a8a84775542996c9b8d5f19, 5abd7ca05542993062266cab, 5ac07a585542996f0d89cbf0,
5a8e171b554299068b959e5a, 5a79e0445542994f819ef0e7, 5ae0d26455429945ae959473, 5a8f0e065542997ba9cb319c,
5adce28f5542990d50227d52, 5a8f7de3554299458435d657, 5adc1309554299438c868d3b, 5ac219df5542992f1f2b37fc,
5a80043055429969796c1ba0, 5ac39f2a554299391541382d, 5a72b1c25542992359bc3172, 5abe3f9455429976d4830aaa,
5a8f7de3554299458435d657, 5ab74412554299110f219ae8, 5a904e725542995651fb5118, 5a7a02235542996c55b2dcd3,
5adc318c5542996e685252d5, 5a78cdf7554299029c4b5e9f, 5ade8f5e55429975fa854f11, 5ab865be5542990e739ec8e5,
5abaf9df5542996cc5e49f45, 5adcf28c5542994ed6169c30, 5a7e7bf455429949594199d6, 5adbe1e755429947ff173853,
5a83168855429966c78a6b2e, 5adc134b5542994650320c5c, 5a90c58255429916514e756c, 5a8efd3c55429918e830d179,
5abbdc135542993f40c73bf6, 5add7d055542990dbb2f7e61, 5ab344af554299753aec5969, 5a8a35625542992d82986efd,
5ab3dad4554299753aec59cb, 5a8dcd8e55429941ae14e060, 5ae377155542991a06ce99c7, 5a7cb48a5542996dd594b9a1,
5ac143535542991316484aac, 5ac31c9d554299741d48a203, 5ae5569255429908b63265e4, 5ab93287554299753720f78f,
5abd04f15542996e802b467e, 5a72b2695542991f9a20c56f, 5ab59b045542997d4ad1f190, 5a7f3d325542992e7d278cb5,
5ae061d5554299603e41840e, 5ae56d31554299546bf82ed7, 5ae255db5542992decbdccc1, 5ab6e856554299710c8d1fac,
5a7a358f5542990783324ec1, 5a7f38ae5542992e7d278c99, 5ab5c9c5554299494045f065, 5ac061ab554299294b218fac,
5a8ee0a35542990e94052ba0, 5ae3bdfa5542990afbd1e1c0, 5ab561d85542992aa134a2fc, 5ae3d8dc5542992f92d8239c,
5a7bb3d9554299294a54aaa0, 5abb1f745542996cc5e49fb5, 5adce28f5542990d50227d52, 5a904e725542995651fb5118,
5add992c5542997545bbbd83, 5adc1309554299438c868d3b, 5adfd35b55429906c02daa54, 5ab39701554299233954ff5e,
5a8b58b955429950cd6afcc2, 5ae22d035542996483e64925, 5a7fa53c5542995d8a8ddedc, 5a84322b5542996488c2e50d,
5a8d0006554299441c6b9fa8, 5add82fc5542997545bbbd57, 5a80d30655429938b61421fe, 5a72b2695542991f9a20c56f,
5a81ff1d554299676cceb1c3, 5ae755665542997b22f6a6e9, 5a79e0445542994f819ef0e7, 5ae4c2145542995dadf243e7,
5abbbd0f55429931dba144d5, 5a7ccec9554299452d57ba72, 5a7bb3d9554299294a54aaa0, 5a8355f9554299123d8c20f3,
5ab5141a5542991779162d70, 5ae4c2145542995dadf243e7, 5ae2e27155429928c423952a, 5abee5e25542994516f45473,
5ab698885542995eadef002a, 5a7f98e655429969796c1ad8, 5a77bd595542995d83181291, 5a78ed46554299148911f9a6,
5ae377155542991a06ce99c7, 5ae614055542996de7b71b2a, 5a823ae45542990a1d231f6d, 5ab520565542996a3a96a02a,
5ac168865542994ab5c67d14, 5ac1944c5542996f0d89cc90, 5a7cedca55429909bec7689c, 5ab707c05542991d32223760,
5ae27edc5542992decbdcd2d, 5ab979da554299131ca4233a, 5ab345db55429969a97a8122, 5a88fea05542997e5c09a6e9,
5ae3b4d05542992f92d82349, 5ab39701554299233954ff5e, 5add992c5542997545bbbd83, 5ab5e6d65542997d4ad1f232,
5a88b7735542993e715ac079, 5adfd35b55429906c02daa54, 5a8514545542992a431d1ad2, 5adfd35b55429906c02daa54,
5ac538ef5542994611c8b437, 5ab520565542996a3a96a02a, 5a74fbe55542996c70cfae63, 5ab55435554299488d4d9939,
5ae31a9c55429928c42395ef, 5ab67b8f55429954757d32f0, 5ae13f525542997b2ef7d169, 5a7d1f605542995ed0d165fb,
5ade52e85542997c77adedfa, 5a7607d7554299109176e61a, 5a85603a5542997b5ce3fff1, 5ac17f4f5542994ab5c67d70,
5a7fa53c5542995d8a8ddedc, 5abaef34554299660624169c, 5ae3d8dc5542992f92d8239c, 5ae0fa8b5542997b2ef7d0c6,
5ab55435554299488d4d9939, 5a904e725542995651fb5118, 5a879c8e5542994846c1cdb3, 5a870d0255429960ec39b710,
5ab3dde2554299753aec59d6, 5ac3ad225542995ef918c1da, 5ae11a6755429901ffe4ad8d, 5ab9116f5542991b5579f0db,
5ae755665542997b22f6a6e9, 5ae316f355429928c42395e3, 5abfbb455542997ec76fd440, 5a88377c5542997e5c09a5a7,
5a8099025542996402f6a588, 5a74248855429929fddd83e5, 5ac39a1c554299657fa290f9, 5abbc70d5542992ccd8e7f9b,
5ae13f525542997b2ef7d169, 5ac1f7f355429964131be2ae, 5a84322b5542996488c2e50d, 5a7738dc554299373536021f,
5a760f6855429976ec32bcf9, 5a7f38ae5542992e7d278c99, 5ae655c855429908198fa599, 5a821ffa5542990a1d231f5c,
5a90c2b35542995651fb51df, 5a78ed46554299148911f9a6, 5a8454e85542992ef85e23be, 5a8514545542992a431d1ad2,
5ac168865542994ab5c67d14, 5a88b7735542993e715ac079, 5a77aff55542992a6e59df86, 5ab39701554299233954ff5e,
5ac219df5542992f1f2b37fc, 5ab67b8f55429954757d32f0, 5a7a0d455542990783324e13, 5a8461d55542990548d0b29b,
5a879ab05542996e4f30887e, 5ae5365d5542992663a4f16d, 5a7a0d455542990783324e13, 5a7f9ee855429969796c1af3,
5ae5365d5542992663a4f16d, 5a736bfa5542991f29ee2e03, 5abfbb455542997ec76fd440, 5a8f8f345542997ba9cb32c2,
5ab9121555429919ba4e238a, 5a8dfbeb5542995085b3736e, 5a8a35625542992d82986efd, 5ac31c9d554299741d48a203,
5ae5365d5542992663a4f16d, 5add28065542990d50227e08, 5ae64cbf5542992ae0d162c1, 5adc134b5542994650320c5c,
5ac31c9d554299741d48a203, 5adf2b325542993a75d2640b, 5ae755665542997b22f6a6e9, 5a8454e85542992ef85e23be,
5a7cc5ae55429909bec767fc, 5a8a84775542996c9b8d5f19, 5ae377a35542994393b9e6db, 5ac4fa8c55429924173fb536,
5a77aff55542992a6e59df86, 5ae31a9c55429928c42395ef, 5adf5ebd5542995ec70e8fd8, 5a8a4bdc55429930ff3c0d8c,
5ae77a31554299540e5a55c7, 5ac2adf3554299657fa2900f, 5ab5a2f85542997d4ad1f197, 5abd7cb855429924427fd00a,
5ae136f655429920d5234325, 5ae525835542990ba0bbb1cd, 5a7738dc554299373536021f, 5a7a52745542996c55b2dd4f,
5ae1f61a5542994d89d5b2e1, 5add28c85542992ae4cec4be, 5a8bdef85542997f31a41dea, 5ae614055542996de7b71b2a,
5a7336d05542991f9a20c68d, 5a8eacc75542995085b37473, 5a8cdc5255429941ae14df21, 5ae664955542992ae0d1631b,
5ae2aba15542996483e64a32, 5abba27f5542996606241708, 5abd7ca05542993062266cab, 5ac1a5cd5542994d76dcce94,
5a736bfa5542991f29ee2e03, 5a8f0e065542997ba9cb319c, 5a8a2d805542996c9b8d5e2e, 5ae546e85542992663a4f1b5,
5ab6e856554299710c8d1fac, 5aba0e675542994dbf0198a0, 5ae3345f55429928c4239682, 5a7a02235542996c55b2dcd3,
5ac4fa8c55429924173fb536, 5a8beddd5542995d1e6f1468, 5abd90545542996e802b47d7, 5a7e39515542995ed0d166da
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MuSiQue Example Ids

2hop__376129_44537, 2hop__764465_126539, 3hop1__434518_136629_55288, 2hop__353084_36340,
2hop__344450_160798, 2hop__637856_351187, 2hop__760990_44191, 3hop1__162325_11248_3752,
2hop__326799_278127, 2hop__239927_62031, 2hop__153813_69936, 3hop1__213491_782843_75255,
2hop__2846_2741, 2hop__3880_909, 2hop__347735_36735, 2hop__144393_87372,
4hop1__709382_146811_31223_45305, 2hop__143434_20122, 2hop__21457_74218,
3hop1__129597_517267_451901, 2hop__469317_776926, 2hop__27032_5400, 3hop2__83954_32417_24628,
3hop2__14790_57411_86234, 2hop__78490_49700, 3hop1__228008_354329_5303, 2hop__631861_160851,
3hop1__662283_507729_351187, 2hop__482727_20661, 3hop1__858308_102146_84004, 2hop__565717_77346,
3hop1__470555_668347_492654, 2hop__25478_65517, 2hop__129389_31248, 2hop__527889_5365,
2hop__20857_20779, 2hop__770_919, 2hop__375649_80178, 3hop1__332614_131794_17114,
2hop__144295_211364, 2hop__108160_159045, 2hop__46545_88521, 2hop__518906_44191,
2hop__733628_131886, 4hop1__28235_74795_84660_15312, 2hop__104341_92821, 2hop__445544_127008,
2hop__46766_79233, 2hop__342213_185893, 2hop__528837_126102, 2hop__497897_541630,
3hop1__48619_26424_581618, 2hop__87287_83906, 4hop1__411538_805015_475503_32631,
2hop__658198_72962, 2hop__42307_120207, 2hop__30878_555599, 3hop1__8373_87072_45358,
3hop2__337255_48727_83343, 2hop__251450_8796, 3hop1__161080_639509_644660, 2hop__558231_52667,
2hop__424189_49441, 3hop1__821692_74047_756423, 2hop__531731_79705, 3hop1__257981_259472_611044,
2hop__370765_14904, 2hop__446352_14183, 2hop__81087_13292, 2hop__684971_333904,
2hop__234176_69926, 2hop__858097_121880, 4hop2__724536_444580_75897_631997, 2hop__492509_70585,
4hop1__405751_4520_65397_49736, 2hop__128610_126060, 3hop1__325154_786384_42990,
2hop__34130_56335, 2hop__145997_63766, 2hop__146446_690423, 2hop__225632_11125, 2hop__856457_495,
2hop__129234_330515, 2hop__15674_42467, 3hop1__161946_84298_53741, 2hop__48959_83539,
2hop__64650_20556, 3hop1__316518_395352_131877, 2hop__136618_92216, 2hop__199336_185893,
2hop__930_57555, 3hop1__31942_48661_15069, 2hop__35105_160978, 2hop__128804_351187,
2hop__153004_86587, 2hop__715365_565667, 2hop__401484_135138, 2hop__52622_67783,
2hop__713501_58946, 2hop__300786_39199, 2hop__5430_5348, 3hop2__29467_132027_73594,
3hop1__225298_755188_480696, 2hop__367037_80178, 2hop__343473_53204, 2hop__848923_66214,
3hop1__369072_287321_161879, 2hop__250315_64214, 3hop1__104311_833580_61459, 2hop__1835_322987,
3hop1__836616_291186_4303, 2hop__531924_1094, 2hop__131831_84128, 2hop__328708_90697,
2hop__704691_82816, 2hop__80353_3001, 2hop__196785_61424, 2hop__130964_47336,
3hop1__761109_548045_159613, 3hop1__4525_52205_55099, 3hop1__58522_787757_69397,
2hop__58284_37793, 2hop__487591_7672, 2hop__250913_58115, 2hop__131095_85298,
2hop__144937_8600, 3hop2__625639_25582_21116, 3hop2__30023_63595_53125, 2hop__584872_88978,
2hop__116643_351162, 2hop__826203_62031, 2hop__85036_909, 2hop__62996_299942,
2hop__236731_229413, 2hop__15169_87091, 2hop__143791_75878, 2hop__658198_90536,
2hop__70321_15755, 2hop__131105_68117, 2hop__143162_438686, 2hop__20771_65517,
2hop__65149_46180, 2hop__251426_88653, 3hop1__238983_403313_61770, 2hop__28291_709757,
2hop__391909_3430, 3hop1__266733_291186_50964, 2hop__205685_160137, 2hop__343141_702969,
3hop1__383692_434040_59381, 2hop__240975_736878, 2hop__507864_368521, 3hop1__723003_593059_76293,
2hop__109234_62766, 4hop1__16401_4520_65397_52251, 2hop__140591_256194,
2hop__104757_74309, 2hop__194976_55566, 2hop__361127_140822, 3hop1__108774_104782_14771,
4hop3__393686_620110_61746_261712, 2hop__324178_83854, 3hop1__849536_301867_127418,
2hop__24408_541630, 2hop__54755_729624, 2hop__693650_61232, 3hop1__89787_49283_632017,
4hop1__104663_221169_833580_61459, 2hop__664573_36741, 3hop1__702271_823374_26254,
2hop__129892_62851, 3hop1__659125_39490_23352, 2hop__222162_386543, 2hop__446009_412262,
2hop__781841_77980, 3hop1__706183_20196_10585, 2hop__809948_162428, 3hop1__458602_681261_369731,
2hop__529082_114112, 3hop1__388966_508834_145463, 2hop__582169_370960, 2hop__225632_52135,
2hop__302491_81463, 2hop__136889_52356, 2hop__81363_42667, 3hop1__599980_544161_92922,
2hop__504710_513189, 2hop__145939_11443, 2hop__320353_4018, 2hop__27033_85063,
2hop__145110_861627, 2hop__149891_44359, 2hop__376266_37939, 3hop2__10879_37094_161133,
3hop2__159915_8509_19700, 4hop1__15118_31258_43153_32993, 3hop1__522518_132413_16066,
2hop__129782_517267, 3hop1__252998_715836_26008, 4hop1__205937_144938_83779_44678,
2hop__131318_47465, 2hop__338405_68172, 4hop3__3153_3356_11988_24628, 2hop__106465_54210,
2hop__397761_404718, 4hop1__632232_164954_6975_6891, 2hop__121872_708662, 2hop__73501_31113,
2hop__378511_191233, 3hop1__85045_96305_25007, 3hop1__755950_592709_78102,
2hop__811421_377891, 3hop2__63595_391767_53125, 2hop__131380_84859, 3hop1__158678_48408_37793,
3hop1__7312_830682_68600, 2hop__207212_21032, 3hop1__10725_695397_74345, 2hop__445228_774871,
4hop1__603090_818753_783943_26110, 2hop__177131_646483, 3hop1__801682_192919_16121,
2hop__243908_500443, 3hop2__89818_157704_4107, 2hop__160546_26427, 2hop__128772_745471,
2hop__62588_20779, 2hop__661636_82027, 2hop__105388_89066, 2hop__368185_131944,
3hop1__153577_411195_8682, 2hop__327451_90697, 2hop__647590_134798, 3hop2__30796_804098_24137,
2hop__146227_42328, 2hop__152881_620955, 2hop__11693_42892, 2hop__753498_7606,
2hop__2795_2741, 3hop1__373317_533132_1660, 2hop__229374_333904, 3hop1__370820_301867_127418,
3hop1__713250_4016_83854, 2hop__130414_68117, 4hop1__7312_84360_334118_41330, 2hop__65149_68376,
2hop__182310_565529, 3hop1__136299_84467_89676, 2hop__454055_86874, 2hop__604878_40786,
2hop__307569_51671, 2hop__854082_159115, 2hop__198557_55566, 3hop1__352446_506157_44678,
2hop__468848_44537, 2hop__207571_126101, 4hop2__53235_18485_57802_311656, 2hop__451164_140822,
3hop1__37692_84298_53741, 3hop1__672119_196807_760519, 3hop2__131210_661360_54023,
2hop__8531_24846, 3hop2__77886_64137_69951, 2hop__730762_8600, 2hop__350323_45731,
2hop__131117_53519, 3hop1__157534_275705_81669, 2hop__185628_677577, 2hop__77119_20732,
2hop__67755_82010, 3hop1__790278_593059_76293, 3hop2__162189_611045_73761, 2hop__568848_50788,
2hop__45625_61952, 2hop__146207_30651, 2hop__57439_78714, 2hop__3756_52135,
3hop1__501828_348668_856982, 3hop1__106423_35178_686699, 2hop__103203_23140,
3hop1__77985_66386_16350, 2hop__664921_579740, 2hop__106125_20644, 2hop__400998_61424,
3hop1__35884_161545_16532, 2hop__584521_755188, 2hop__80508_400874, 2hop__664137_58115,
2hop__453207_80674, 3hop1__29335_30907_24600, 2hop__144364_68900, 2hop__226817_482901,
4hop3__39198_75897_8509_19700, 2hop__713863_64008, 2hop__71269_36735, 2hop__504228_64689,
2hop__604878_18657, 2hop__81372_303417, 3hop1__674688_707133_72062, 2hop__157766_18657



Chapter 6

Benchmarking Multi-Step Reasoning

and Tool Use

6.1 Introduction

In Chapter 5, I introduced an RL agent capable of performing sequential decision-making in the

domain of question-answering and mathematical reasoning. In this chapter, we propose COMPASS-

QA (Challenging Open-ended Multi-step Problems And Sequential Search), a new benchmark to

measure the ability of current models to perform multi-step reasoning and tool use, and to train more

advanced LLM-based RL agents. Here, we provide 700 challenging questions that require multiple

steps of reasoning and tool use to effectively answer. Additionally, we provide trajectories generated

by human annotators outlining the steps they took to reach the final answer. We hope that this

dataset will help researchers meaningfully benchmark the effectiveness of new models on multi-step

reasoning and tool use.

Large language models (LLMs) have demonstrated incredible capabilities in information processing

and solving complex tasks [69, 12, 162]. However, as discussed in Chapter 5, many high-value tasks

require information or capabilities that are beyond the model’s internal knowledge base. For example,

answering a question about recent events may need access to live internet search, solving a multi-step

math problem might require using a calculator or theorem-proving tool, and completing a complex

engineering task could require executing code, writing unit tests, or reading documentation about a

software framework. The ability to seamlessly identify the need for a tool call, generate a well-formed

query to invoke that tool, and incorporate the result of executing that query to plan subsequent steps

is key to solving many real-world challenges. Therefore, this motivates the need for new benchmarks

that can capture and evaluate such capabilities.

In this chapter, we introduce a benchmark that targets multi-step reasoning and tool use
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capabilities, with a focus on complex knowledge-intensive tasks. Our benchmark focuses on two of

the most powerful and ubiquitous tools for information access: search and web browsing. Our dataset

consists of 700 multi-step knowledge-intensive questions. In addition to questions and solutions, we

also provide multi-step human-generated reasoning, search, and browsing trajectories for each query.

This dataset can be used for both training and evaluation purposes.

In order to solve these tasks, AI systems must go beyond simple information retrieval and search.

They must have the ability to interact with external knowledge resources, iteratively use search

and browsing tools, and perform multi-step reasoning to intelligently orchestrate a sequence of such

actions. Examples of such problems include diagnosing a software bug by searching for error codes

and reading documentation, or answering historical questions that require synthesis of information

from multiple primary sources. Furthermore, these tasks often require a chain of reasoning where the

output of one step (e.g., a search result) informs the input and the action for the next step (e.g.,

browse a specific webpage identified in the top search results).

Traditional question-answering datasets (e.g., SQuAD, Natural Questions, TriviaQA) are single-

step and can be solved with a simple search query or retrieval from the provided documents. Other

benchmarks, such as HotPotQA, Musique, BeerQA and CofCA which I evaluated on in Chapter 5,

require multi-hop retrieval from given datasets, but do not involve external tool interactions. Recent

open question-answering benchmarks such as SimpleQA are not designed for evaluating multi-step

capabilities. Recent agentic environments (e.g., GAIA, AgentBench) explore complex environment

interactions with several tools for real or simulated web environments. While valuable, these settings

can introduce additional complexity, such as the ability to perform multi-modal reasoning and visual

processing, meaning that these benchmarks cannot be used to evaluate the multi-step reasoning and

tool use capabilities of pure language models. To our knowledge, this benchmark is the only dataset

with accompanying reasoning and tool use traces generated by human annotators.

Our core contributions are as follows:

• We compiled a challenging dataset of questions that requires multiple steps of search and web

browsing.

• We provide human annotations capturing the exact sequence of actions necessary to answer

these challenging queries.

• We benchmark top-performing open-source (Gemma 3, Llama 4, and DeepSeek R1) and

proprietary models (Gemini 2.5 Pro, Claude 3.7 Opus, and ChatGPT 4.5) against this new

dataset.
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6.2 Data Collection

We worked with human annotators at Surge AI to capture the sequence of steps necessary to answer

a challenging, knowledge-intensive question.

6.2.1 Sourcing and Generating Queries

The root of the dataset was the challenging multi-hop questions, so we will start by describing how

we sourced, generated, rewrote, and filtered these queries. These questions were compiled by filtering

Gemini logs for questions that received thumbs-down feedback from users and which Gemini classified

as ones that would benefit from multiple steps of search and web browsing. These questions were

then rewritten and sanitized by Surge crowdworkers.

6.2.2 Filtering and Rewriting Queries

In this task, the human annotator filtered and rewrote questions from the previous stage. The

purpose is to curate a set of challenging, high-quality prompts that require (or would at least benefit

from) multi-turn search and web browsing. These will be used as input to the next phase.

We input 3000 questions into this data filtering and rewrite pipeline, and received 700 rewritten

questions that were high-quality and multi-step as judged by the human annotators, i.e., 24.3% were

preserved after this filtering step.

6.2.3 Generating Trajectories with Human Annotators

To generate trajectories for each question, we provided the human annotator with access to a search

engine and web browser, and allowed them to take any number of search and web browsing actions

before answering the original question.

Concretely, at each time step, the human annotator can take one of six actions:

• SEARCH: Issue a Google search query

• SAVE_TEXT: Save text, e.g., a search snippet or a paragraph on a webpage.

• SAVE_IMAGE: Save an image, e.g., a figure or relevant photo.

• CLICK: Open a URL, e.g., one of the search results or a link in a webpage.

• CTRL-F: Perform a keyword search within a webpage.

• ANSWER: Synthesize an answer to the original user question.

The trajectory terminates when the human annotator chooses the “ANSWER” action.
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Example Trajectory

To show the type of trajectories collected, we provide an example below. Note that we picked a

relatively simple example for illustrative purposes.

Question: “Is globbing done before or after shell expansions?”

Given the above question, we would like to collect the following information:

Step 0: User searches “What is globbing?”

Here is the data that should be collected for this step:

‘action’: SEARCH, ‘thought’: “First, I want to make sure I understand what globbing in

bash means, so I search for “What is globbing in bash?”, ‘input’: “What is globbing?”, ‘output’:

<SEARCH_RESULTS>

<SEARCH_RESULTS> is a list of 5 search results in the following format:

[index] <source_title>\n\n<snippet>\n\n<url>

For example, the first search result should be stored as:

[1] What is Globbing? - Definition from Techopedia

Globbing is the process of using wildcard characters to request or evaluate sets of files with the

same partial names or sets of characters.

https://www.techopedia.com › definition › globbing

Step 1: Now the user reads a snippet.

‘action’: READ, ‘thought’: “The first snippet seemed relevant so I read it.”, ‘input’: “<TEXT>”,

‘output’: None <TEXT> is the following snippet and URL stored as a string. Here we assume that

the user read URL 1.1 from Step 0.

Step 2: Next the user generates a new query which is “What are shell expansions?” and runs a

Google search.

‘action’: SEARCH, ‘thought’: “I was satisfied with the first snippet and feel that I understand

what globbing is, so I decide to make another search to learn more about shell expansions.”, ‘input’:

“What are shell expansions?”, ‘output’: <SEARCH_RESULTS>

<SEARCH_RESULTS> is the following (stored as a string)

Step 3: The user then reads a snippet.

‘action’: READ, ‘thought’: “The first snippet seemed helpful because it lists the kinds of

expansions, so I read it.”>, ‘input’: “<TEXT>”, ‘output’: None <TEXT> is the following snippet

and URL stored as a string. Here we assume that the user read URL 2.1 from Step 2.

Step 4: The user clicks on the first link from Step 3 and transitions to a new webpage:

‘action’: CLICK, ‘thought’: “The first snippet looked helpful, so I clicked on the first result

<URL2.1>”, ‘input’: “<URL2.1>”, ‘ output’: <WEBPAGE_HTML> <URL2.1> is the webpage

corresponding to the link the user clicks on. We assume the user clicked on URL2.1. <WEB-

PAGE_HTML> is the content of the webpage corresponding to URL2.1 (shown below) stored as a
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string. .

Step 5: Next the user runs a Ctrl + F for keyword: “order”

‘action’: CTRL_F, ‘thought’: “I want to see if the page contains useful information about the order

of shell expansions, so I control-f for “order”.”, ‘input’: “order”, ‘output’: <KEYWORD_RESULTS>

<KEYWORD_RESULTS> is a list of indices in the webpage that represent occurrences of the

keyword.

Step 6: Read Text

‘action’: READ, ‘thought’: “The first keyword search result looks useful, so I read the paragraph

containing it.” ‘input’: “The order of expansions is: brace expansion; tilde expansion, parameter and

variable expansion, arithmetic expansion, and command substitution (done in a left-to-right fashion);

word splitting; and filename expansion” ‘output’: None

Step 7: User gives final answer

‘action’: ANSWER, ‘thought’: “I now have all the information I need to reply. From my first

search “What is globbing?” I know that globbing is filename expansion, and from the text above

[1.1]. Therefore, globbing is done after all other shell expansions." ‘input’: ‘Globbing is done after

all other shell expansions. To be more specific, there are 7 types of shell expansions, and they are

executed in the following order: brace expansion; tilde expansion, parameter and variable expansion,

arithmetic expansion, and command substitution (done in a left-to-right fashion); word splitting;

and filename expansion (aka globbing).’ ‘output’: None

6.3 Evaluation Benchmark

In this section, we will describe the procedure to evaluate a model with this dataset. This benchmark

relies upon the use of an LLM-as-a-judge in order to accurately evaluate performance.

6.3.1 LLM as a Judge

We adopt model-based evaluation, which is emerging as a strategy that combines the accuracy of

human evaluation with the cost-effectiveness and low latency of automated metrics [238, 78].

Because the questions are relatively complex, evaluating the quality and correctness of the answers

requires a model with strong reading comprehension. In this chapter, we use Gemini 2.5 Pro as our

model judge, as we found that it meets our need for a highly discerning, low-latency model.

To assess the answer to each question, we prompted Gemini 2.5 Pro to judge the correctness of

each answer compared to a golden answer (the human annotator’s final response).
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6.3.2 Data Format

Below, we describe the JSON format in which we would like you to log the sequence of actions. Each

action has a slightly different set of expected inputs and outputs, so we will provide a high-level

template for each action type as well as a concrete example that includes at least one instance of

each action.

Action = Enum(’Action’, [‘SEARCH’, ‘CLICK’, ’READ’, ‘CTRL_F’])

‘action’: SEARCH, ‘thought’: <THOUGHT>, ‘input’: “<QUERY>”,

‘output’: <SEARCH_RESULTS>, ‘state’: <CURRENT_URL> ‘action’: CLICK, ‘thought’:

<THOUGHT>, ‘input’: “<URL>”, ‘output’: <WEBPAGE_HTML>, ‘state’: <CURRENT_URL>

‘action’: READ, ‘thought’: <THOUGHT>, ‘input’: “<TEXT>”, ‘output’: None, ‘state’: <CUR-

RENT_URL> ‘action’: CTRL_F, ‘thought’: <THOUGHT>, ‘input’: “<KEYWORD>”, ‘output’:

keyword_result=<KEYWORD_RESULT>, progress=X/Y, ‘state’: <CURRENT_URL>

where X is the index of the keyword result and Y is the total number of keyword matches in the

document.

Note that <WEBPAGE_HTML> = fetch_html(<URL>, date) if date is supported.

For more example trajectories, see Appendix 6.H.

6.3.3 Dataset Composition

As shown in Table 6.3.1, we divided the dataset into 279 train examples, 100 dev examples, and 300 test

examples. This provides enough examples to meaningfully develop and evaluate a new methodology,

while also offering the opportunity to train on a reasonably large number of human-annotated

trajectories.

Data Split Dataset Size

Train 279

Dev 100

Test 300

Table 6.3.1: Number of examples in each split of the dataset.

6.4 Dataset Validation and Analysis

In this section, we describe how the dataset was cleaned, formatted, and validated, and provide

insights into the composition of the dataset.
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6.4.1 Dataset Validation

The COMPASS-QA dataset underwent a meticulous multi-stage validation procedure to ensure

the integrity, safety, and utility of its contents. This process combined human oversight with large

language model capabilities for scale and consistency.

• Stage 1: Initial Manual Question Filtering. All candidate questions (approximately 700)

were first subjected to a manual review by the research team. This step aimed to filter out

questions that were unclear, trivial, inappropriate, or otherwise unsuitable for the benchmark’s

focus on multi-step reasoning, reducing the set to roughly 600 questions.

• Stage 2: Automated Content Moderation. To systematically screen for any potentially

inappropriate or sensitive content within the detailed human-annotated trajectories, Gemini 2.5

Pro was utilized. The model was tasked with reviewing every textual element: the questions,

the annotators’ thought processes, the actions logged, and the textual results of those actions.

This automated moderation flagged approximately 200 utterances across the dataset.

• Stage 3: Manual Review of Flagged Content. The 200 utterances identified by Gemini

2.5 Pro were then individually reviewed by human evaluators. This critical human-in-the-loop

step confirmed the automated flags and led to the removal of a further six questions, ensuring

the dataset met appropriate content standards.

• Stage 4: Property Tagging. To enhance the dataset’s utility for researchers, Gemini 2.5 Pro

was employed to automatically tag each question with several important characteristics. These

tags included assessments of the question’s open-endedness, its time-sensitivity, and whether

it required multi-modal understanding, providing valuable metadata for future analyses and

model evaluations.

6.4.2 Multi-Hop Nature

In Figure 6.4.1, we provide statistics for the number of hops across all human trajectories in our

dataset. Interestingly, we see no examples of 2-hop trajectories, suggesting that we have successfully

filtered out questions that require only one step of search or web browsing. Recall that the act of

answering the original question counts as an action, so any trajectory that involves calling a tool

more than once must contain at least three steps. However, there is one trajectory consisting of a

single action, meaning that the human felt confident to answer the question without performing any

search or web browsing. Although this single trajectory should have been filtered out, the overall

statistics are encouraging and suggest that this dataset consists of challenging multi-hop questions.
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Figure 6.4.1: Histogram depicting the number of hops across all trajectories.

6.4.3 Distribution Over Actions

In Figure 6.4.2, we depict the distribution over actions found in these trajectories. As can be seen

from this figure, the most common actions were searching, clicking URLs, and saving text, with each

comprising about 25% of all actions. Searching within webpages (Ctrl-F) was a relatively rare action

at 6.4%. All episodes contain exactly one synthesize step to generate a final answer to the original

question.

6.5 Rubric-Based LLM Evaluation

As the field moves toward more challenging agentic tasks, LLMs must be capable of providing

high-quality responses to open-ended questions. However, in order to achieve these capabilities, we

must be able to effectively measure such capabilities. Prior datasets like HotPotQA [226], BeerQA

[167], MuSiQue [203], and CofCA [222] have a single correct answer (or set of alias answers), and

cannot measure the ability of a model to answer challenging open-ended questions. To address this

gap, the natural next step is to employ LLMs to perform synthetic evaluations that mimic those

of human annotators, but at much lower cost and latency. Here, we propose to augment LLM

judges with LLM-generated rubrics, mimicking a best practice used to improve the consistency and

inter-rater agreement of human annotators. To further adopt best practices inspired by human

evaluation, we also report scores on a 5-point Likert scale from “Poor” to “Excellent”, offering richer

signal on the quality of a model response compared to a binary correctness label.
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Figure 6.4.2: Piechart depicting the composition of trajectories with respect to action types.

6.6 Experiments

In this section, we evaluate open-source and proprietary models using the rubric-based LLM framework

described above, yielding the results in Table 6.6.1. This is of course due in part to the nature of

this task, where we only consider the answer to be correct if it is judged to be “Excellent” on a

5-point Likert scale. Overall, the LLM judges were remarkably consistent with each other, which was

encouraging. In terms of performance on the task itself, o3-mini performed best (10.7%), with Gemini

2.5 Pro as a close second (9.9%). Claude 3.7 Sonnet did surprisingly poorly (7.2%), underperforming

even the open-source Gemma 3 27b model (8.2%). The most striking aspect of these results was how

poorly current frontier models performed with scores hovering around 10%. These results indicate

that this benchmark could potentially be useful for hill-climbing and improving the capabilities of

frontier models.

6.7 Related Work

Knowledge-based question-answering is a key application of language models and several important

benchmarks have targeted this task, including SQUAD [170], TriviaQA [95], Natural Questions [119],

FELM [35]. As model capabilities have advanced, many of these earlier benchmarks have become

saturated. More recent benchmarks such as SimpleQA [218] focus on queries with concise and short

answers, whereas LongFact [219] contains open-ended questions with longer answers.
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Grading Model Claude 3.7 Sonnet Gemini 2.5 Pro Gemma 3 o3-mini Average

Generating Model

Claude 3.7 Sonnet 0.070 0.143 0.027 0.047 0.072

Gemini 2.5 Pro 0.093 0.110 0.107 0.087 0.099

Gemma 3 0.077 0.053 0.107 0.090 0.082

o3-mini 0.150 0.167 0.047 0.063 0.107

Table 6.6.1: Percentage of ‘Excellent’ Grades out of 300 example answers graded on a 5-point Likert
scale, where ‘Excellent’ corresponds to the highest possible score.

Generating Model Grading Model Excellent Very Good Good Fair Poor

Claude 3.7 Sonnet

Claude 3.7 Sonnet 21 53 87 101 38
Gemma 3 8 64 166 58 4
Gemini 2.5 Pro 43 60 89 71 37
o3-mini 14 71 73 90 52

Gemini 2.5 Pro

Claude 3.7 Sonnet 28 38 83 100 51
Gemma 3 32 57 139 62 10
Gemini 2.5 Pro 33 56 77 82 52
o3-mini 26 69 70 97 38

Gemma 3

Claude 3.7 Sonnet 23 34 66 119 58
Gemma 3 32 25 158 67 18
Gemini 2.5 Pro 16 32 83 110 59
o3-mini 27 31 54 117 71

o3-mini

Claude 3.7 Sonnet 45 50 77 92 36
Gemma 3 14 71 167 44 4
Gemini 2.5 Pro 50 75 80 74 21
o3-mini 19 59 89 89 44

Table 6.6.2: Full Distribution of LLM-Generated Grades over 300 example answers and reported on
a 5 point Likert scale.
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FreshQA focuses on open-ended queries and evaluates model’s ability to answer questions with

misleading premises or queries with time-sensitive answers. TruthfulQA [129], HalluQA [41], CREPE,

[230], and QA2 [115] evaluate model’s ability to factually answer questions in the presence of miscon-

ceptions or counterfactual premises. Other datasets, such as TimeSensitiveQA[38], SituatedQA[236],

StreamingQA[134], RealTime QA[109], FreshLLMs [212] measure model’s ability to answer questions

whose answers change over time.

The most relevant prior work are multi-hop question-answering datasets [226, 167, 84, 222,

203, 72, 60, 197]. Answering these questions requires combining information from multiple sources.

HotpotQA [226], which is built on Wikipedia, requires the models to retrieve information across

multiple documents and synthesize a final answer based on that. The model is also asked to

provide supporting evidence. 2WikiMultiHopQA [84] is similar to HotpotQA, but relies on manual

compositional rules. IIRC [60] is also based on English Wikipedia and the accompanying paragraphs

offer only partial answers to the questions, and the model is required to locate the missing information

by following the links and acquiring and processing knowledge contained in those links. MuSiQue

[203] targets questions that would require the model to generate a sequence of 2-4 reasoning steps,

while StrategyQA [72] evaluates models’ implicit, multi-step reasoning ability with final answers in

yes/no format. ComplexWebQuestions [197] provides questions that require combining information

from multiple web snippets or performing multi-step reasoning. These benchmarks evaluate models’

ability to retrieve, sequentially reason, and integrate scattered information to answer complex queries.

While these datasets are all valuable, a differentiating factor for our benchmark is that we

provide both a large collection of questions that require multi-step search and browsing, and release

trajectories generated by expert human annotators, with clear tags for each action such as generating

new queries for search or navigating the web to browse new websites. These trajectories could be of

high value for both training the model to navigate multi-step processes and for evaluating models’

process-based and outcome-based performance.

6.8 Conclusion

This dataset is designed to benchmark multi-step tool use, and contains challenging question-answering

tasks that require search and web navigation. We also provide human annotations to enable deeper

analysis, including training based on process or outcome-based rewards. We hope this enables better

benchmarking of models’ ability to perform knowledge-intensive tasks. In particular, in the future,

we’d like to use it to extend our work on SWiRL from Chapter 5.



Appendix

6.A Filter and Rewrite Input Queries for Multi-Hop Search

Below, we include the instructions that were shared with human annotators to complete the task of

filtering and rewriting input queries.

6.B Summary

In this task, the human annotator will filter or rewrite input questions. The purpose is to curate

a set of challenging, high-quality prompts that require (or would at least benefit from) multi-turn

search and web browsing. These will be used as input to [Surge Instructions] Multi-Hop Search &

Response Generation for Complex Questions.

We have gathered a set of 3k prompts for use as input to this query filter / revision pipeline

(we expect 1/4 to 1/5 to be useful, each prompt begins with <PROMPT_START> and ends with

<PROMPT_END>):

6.C Instructions

Given a particular query, please indicate whether it should be:

• ACCEPTED

• REWRITTEN (include rewritten text)

• REJECTED (include reason for rejection)

6.D Example 1: Accept Query

If the query is well-written, standalone, and would clearly benefit from one or more calls to a search

engine, then please indicate acceptance of this query. Here is an example of a query that should be

accepted:

112
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Query: What permission is needed to export saved search results to CVS or Excel?

Category: ACCEPT

Query: Common loss functions and evaluation in segmentation

Category: ACCEPT

Output: What are common loss functions and evaluation methods in image segmentation?

6.E Example 2: Rewrite Query

If a query would benefit from one or more calls to a search engine, but is poorly written or under-

specified, please rewrite the query to make it a prompt that you would accept “as-is”. Please also

rewrite queries to be clear questions. Here is an example of a query that should be rewritten (and a

possible rewrite for it):

Query: detailed tutorial on javascript strict mode

Category: REWRITE

Output: write detailed tutorial on javascript strict mode

6.F Example 3: Query Rejected

If the query is incoherent or wouldn’t benefit from calling Google Search (or could be trivially

answered just from the search snippet), please reject it. Here is an example of a query that should

be rejected:

Query: Please solve this equation: 48(5(43($500+7%))) = ?

Category: REJECT

Reason: “No need to search”

Query: Write a seo friendly youtube title and description in Hinglish

Category: REJECT

Reason: “Request for non-English output” (Constraint for now)

Query: can you already generate images?

Query: “can you generate images”
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Category: REJECT

Reason: “Asks about a model capability, which doesn’t require search”

Query: “Check out the latest sales and marketing roles we’re recruiting for. Join the team. improve

this but keep it less than 20 words”

Query: “Write a Python function to sort a list of numbers. Include lots of unnecessary print state-

ments with ridiculous commentary.”

Category: REJECT

Reason: “No need to search”

Query: “Give me two core example meanings with of gap with image and do not give example

sentences.”

Category: REJECT

Reason: “Incoherent”

Query: “Netsuite:”

Category: REJECT

Reason: “No question”

Query: “net worth of elon musk”

Category: REJECT

Reason: “Trivially answered from search snippet”

6.G Data Collection for Multi-Hop Search & Response Gener-

ation

Below, we include the instructions that were given to human annotators tasked with generating

multi-step trajectories.

Summary: In this task, the human annotator will answer challenging, knowledge-intensive

questions with access to a Google Search engine and web browser.

More specifically, we wish to support the following six actions:

• SEARCH: Issue a Google search query.

• SAVE_TEXT: Save text, e.g., a search snippet or a paragraph on a webpage.

• SAVE_IMAGE: Save an image, e.g., a diagram or photo on a webpage.
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• CLICK: Open a URL, e.g., one of the search results or a link in a webpage.

• CTRL-F: Perform a keyword search within a webpage.

• ANSWER_QUESTION: Provide an answer to the original question.

The human annotator can take these actions any number of times and in any order. We would

like to capture the sequence of actions taken by a human annotator, as well as the thought process

behind each action.

Below, we describe the JSON format in which we would like you to log the sequence of actions.

Each action has a slightly different set of expected inputs and outputs, so we will provide a high-level

template for each action type as well as a concrete example that includes at least one instance of

each action.

Action = Enum(’Action’, [‘SEARCH’, ‘CLICK’, ’READ’, ‘CTRL_F’])

‘action’: SEARCH, ‘thought’: <THOUGHT>, ‘input’: “<QUERY>”,

‘output’: <SEARCH_RESULTS>, ‘state’: <CURRENT_URL> ‘action’: CLICK, ‘thought’:

<THOUGHT>, ‘input’: “<URL>”, ‘output’: <WEBPAGE_HTML>, ‘state’: <CURRENT_URL>

‘action’: READ, ‘thought’: <THOUGHT>, ‘input’: “<TEXT>”, ‘output’: None, ‘state’: <CUR-

RENT_URL> ‘action’: CTRL_F, ‘thought’: <THOUGHT>, ‘input’: “<KEYWORD>”, ‘output’:

keyword_result=<KEYWORD_RESULT>, progress=X/Y, ‘state’: <CURRENT_URL>

where X is the index of the keyword result and Y is the total number of keyword matches in the

document.

Note that <WEBPAGE_HTML> = fetch_html(<URL>, date) if date is supported.

6.H Example Trajectories

To illustrate the complexity of the human trajectories, we provide an additional example:

Input Question: ’can you configure irb to automatically show the string value of a result instead

of the raw result?’

Thought citation [1]: “I know that irb refers to Ruby REPL loop (interactive shell) that can be

used to quickly try out Ruby code.”

OR

Alternatively, if you don’t know what “irb” means, it would make sense to generate the following

thought citation:

“I don’t know what “irb” means here, but because the query refers to “configure”, “string value”

and “raw result”, I believe that “irb” likely refers to something programming related. Therefore, I

make the following search query: “irb programming” to find out what “irb” means.
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The search snippet is: “The Ruby Interactive Shell (IRB) is a command-line tool used for

interactively testing, debugging, and exploring Ruby code. It allows developers to execute Ruby code

line by line and see the results immediately, which is particularly helpful for learning new features,

testing code snippets, and troubleshooting issues.”

Next, I make the following search query (“ruby irb string value raw result”) to see if I can

quickly find a way to automatically configure irb (which I now know to be a Ruby interpreter) to

automatically render raw results as their string values.

The results are as follows:

[1.1] stackoverflow.com “Getting typed results from ActiveRecord raw SQL: Getting typed results

from ActiveRecord raw SQL: My use case: I’m calling a database function, want to get back a typed

result instead of a string. ruby · postgresql · activerecord · Share. . . ”

[1.2] github.com “Add a pager to evaluation result · Issue #495 · ruby/irb: The slowness comes

from IRB using ColorPrinter.pp to generate the inspected value string all at once. And value

inspection behavior is customisable in IRB so . . . ”

[1.3] digitalocean.com “How To Work with Strings in Ruby: You use variables to store data and

retrieve it later. To store a string in a variable, define the variable name and assign the string’s value”

I decide that I want to learn more about how strings work in Ruby, so I click on the third result

[1.3], and I skimmed the full page but none of the content was directly helpful for answering the

question.

Therefore, I decided to learn more about irb, so I searched “ruby irb” and saw the following

results:

[2.1] github.com “ruby/irb: interactive Ruby: IRB ... IRB stands for "interactive Ruby" and is a

tool to interactively execute Ruby expressions read from the standard input. The irb command from

your shell . . . ”

[2.2] digitalocean.com “How To Use IRB to Explore Ruby: Introduction. IRB, short for Interactive

Ruby, is a quick way to explore the Ruby programming language and try out code without creating

a file.”

[2.3] docs.ruby-lang.org “module IRB - Documentation for Ruby 3.4: The IRB input method

determines how command input is to be read; by default, the input method for a session is

IRB::RelineInputMethod”

I clicked on the first result [2.1], because I thought it would be useful to look at the original

documentation for the Ruby IRB.

On that page, I control-f’ed for “string value” to see if there was any information about how string

values are rendered by the IRB, but there were no matches.

I then control-f’ed for “raw result” to see if there was any information about how raw results are

handled by the IRB, which also resulted in no matches.



CHAPTER 6. BENCHMARKING MULTI-STEP REASONING AND TOOL USE 117

Next, I control-f’ed for “output” to see if there were any details on how outputs are handled by

IRB, and the results were as follows:

[CF 1.1] The following commands are available on IRB. You can get the same output from the

show_cmds command.

[CF 1.2] history Shows the input history. ‘-g [query]‘ or ‘-G [query]‘ allows you to filter the output.

[CF 1.3] ls Show methods, constants, and variables. ‘-g [query]‘ or ‘-G [query]‘ allows you to filter

out the output.

None of these senses of output seemed useful for answering the question, so I control-f’ed for

“configur” to see if there was any information about how to configure the IRB or its configurations.

[CF 2.1] Configuration Environment Variables

[CF 2.2-3] Configuration Environment Variables NO_COLOR: Assigning a value to it disables

IRB’s colorization. IRB_USE_AUTOCOMPLETE: Setting it to false disables IRB’s autocompletion.

IRB_COMPLETOR: Configures IRB’s auto-completion behavior, allowing settings for either regexp

or type. VISUAL: Its value would be used to open files by the edit command. EDITOR: Its value

would be used to open files by the edit command if VISUAL is unset. IRBRC: The file specified

would be evaluated as IRB’s rc-file.

Neither of these results was helpful for answering the question, so I decided that this page doesn’t

contain anything useful. Therefore, I clicked on the link (https://docs.ruby-lang.org/en/master/IRB.html)

in the next section (“Documentation”) to see if that had more helpful information.

I read the first paragraph which is as follows: “IRB¶ ↑ Module IRB (“Interactive Ruby”) provides

a shell-like interface that supports user interaction with the Ruby interpreter.

It operates as a read-eval-print loop (REPL) that:

Reads each character as you type. You can modify the IRB context to change the way input

works. See Input.

Evaluates the code each time it has read a syntactically complete passage.

Prints after evaluating. You can modify the IRB context to change the way output works. See

Output.”

I felt like I understood better what IRB is, but I still didn’t know how to configure its output

type, so I clicked on the link entitled “Output”.

The first paragraph is as follows: “Output This section describes the features that allow you to

change the way IRB output works; see also Input and Output.”

This seemed promising, so I decided to read the next section, rather than clicking on the “Input

and Output” link, though I made a mental note of it to potentially come back to later.

The next section was as follows: “Return-Value Printing (Echoing) By default, IRB prints (echoes)

the values returned by all input commands.

You can change the initial behavior and suppress all echoing by:
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Adding to the configuration file: IRB.conf[:ECHO] = false. (The default value for this entry is

nil, which means the same as true.)

Giving command-line option –noecho. (The default is –echo.)

During the session, you can change the current setting with configuration method conf.echo= (set

to true or false).

As stated above, by default IRB prints the values returned by all input commands; but IRB offers

special treatment for values returned by assignment statements, which may be:

Printed with truncation (to fit on a single line of output), which is the default; an ellipsis (... is

suffixed, to indicate the truncation):

irb(main):001> x = ’abc’ * 100”

Although this section seemed highly relevant at first and did help me better understand outputs

in IRB, it ultimately did not help me to answer the question because it was primarily related to the

command echoing behavior in IRB.

I therefore decided to continue reading, and the next section was as follows:

“> “abcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabcabc. . . ¶ ↑

Printed in full (regardless of the length).

Suppressed (not printed at all)

You can change the initial behavior by:

Adding to the configuration file: IRB.conf[:ECHO_ON_ASSIGNMENT] = false. (The default

value for this entry is niL, which means the same as :truncate.)

Giving command-line option –noecho-on-assignment or –echo-on-assignment. (The default is

–truncate-echo-on-assignment.)

During the session, you can change the current setting with configuration method conf.echo_on_assignment=

(set to true, false, or :truncate).

By default, IRB formats returned values by calling method inspect.

You can change the initial behavior by:

Adding to the configuration file: IRB.conf[:INSPECT_MODE] = false. (The default value for

this entry is true.)

Giving command-line option –noinspect. (The default is –inspect.)

During the session, you can change the setting using method conf.inspect_mode=.”

The paragraph above suggests that the way to configure the type of the output is through the

inspect method.

Therefore, I issue the following query to learn more about how to write inspect methods: "inspect

irb ruby"

[3.1] thoughtbot.com “Inspecting Ruby’s inspect method: The output for overriding inspect is

shown when you create an object, invoke p or pp on an object, or explicitly call inspect. The puts
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command . . . ”

[3.2] ruby-lang.org “class IRB::Inspector - Documentation for Ruby 2.1.0 Public Class Methods ...

Determines the inspector to use where inspector is one of the keys passed during inspector definition.

... Creates a new inspector object, . . . ”

[3.3] apidock.com “inspect (IRB: Outputs the local variables to this current session, including

#signal_status and #context, using IRB::Locale. ... Register or log in to add new notes. Welcome

. . . ”

The first result [3.1] seemed the most helpful, so I click on it to learn how to override the inspect

method for a particular object.

I read the entire page and I learned how to override the inspect method for any particular object,

meaning that I could make any object be output as a string, but I still don’t know how how to

automatically configure this behavior for *all* objects. Based on all of the research above, I do not

believe it is possible to automatically configure IRB to show the string value of a result in all cases,

but you can override the inspect method for each object to achieve this behavior. I am now ready to

answer the question.

Final Answer: Although it is not possible to automatically configure IRB to show the string value

of a result instead of the raw result for all objects, you can override the inspect method for each

object that you care about to achieve this behavior.

Here is an example: <CODE>



Chapter 7

Conclusions

In this chapter, we developed RL agents for sequential decision-making tasks across both chip

design and language modeling, and explored approaches to mitigating the instability of RL methods

[154, 127], their relative sample inefficiency [11, 193], and the difficulty of attributing reward to

individual steps within the long trajectories characteristic of real-world tasks [166, 32].

In Part I, I motivated the use of reinforcement learning for placement optimization, a combinatorial

optimization task that is commonly found in systems and chip design. Next, I introduced AlphaChip,

a deep reinforcement learning method capable of generating superhuman chip layouts in hours, rather

than weeks or months of human effort. Finally, I discussed the subsequent impact of this method

and the research discussions surrounding it.

In Part II, I introduced SWiRL (Step-Wise Reinforcement Learning), an approach to synthetic

data generation and reinforcement learning that improves the ability of large language models (LLMs)

to perform multi-step reasoning and tool use. I then described COMPASS-QA, a new dataset

designed for evaluating LLM performance on challenging multi-step reasoning tasks and for training

LLM-based RL agents in these domains.

In this final chapter, I will distill key lessons learned through the development of AlphaChip for

chip design and SWiRL for language modeling. These experiences, spanning distinct domains, offer

valuable insights into tackling common challenges in reinforcement learning, particularly concerning

instability, reward attribution, and sample inefficiency.

Mitigating RL Instability: The Impact of Representation and Formulation: A primary

lesson regarding RL instability is the profound impact of representation learning, specifically through

pre-training. In the development of AlphaChip, we observed a dramatic difference in training stability

and convergence: policies trained from scratch had approximately a 1 in 10 chance of converging,

whereas those initialized from a pre-trained policy achieved nearly perfect convergence (approximately
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10 out of 10). This underscores the value of starting with a well-initialized representation. SWiRL

echoed this finding; initializing from a pre-trained Large Language Model (LLM) provided a strong

foundation, leading to remarkably stable RL training.

Beyond representation, problem formulation emerged as a critical factor for enhancing stability.

SWiRL achieved more consistent training by gathering trajectories offline and subsequently employing

LLMs to filter this data, curating a higher-quality experience for the learning agent. AlphaChip

implemented an even more direct offline approach: chip layouts were generated and evaluated, with

only high-quality layouts being retained. This inherently improved stability because the quality

of the best-known layout could only monotonically increase throughout training, providing a more

consistent signal, albeit a noisy one due to imperfect proxy costs.

Improving Reward Attribution: Granularity and Effective Episode Length: The challenge

of reward attribution, especially over long trajectories, was addressed through distinct but effective

strategies in both projects. For SWiRL, a key lesson was the power of granular feedback. By

decomposing synthetic trajectories into sub-trajectories corresponding to individual model actions

and providing step-wise rewards, we enabled significantly improved credit assignment, leading to

substantial performance gains in multi-step reasoning.

AlphaChip, in contrast, operated with a sparser reward signal, received only after all large

memory components (up to 131 in our published work) were placed. However, a critical insight here

was how problem formulation and tool use could effectively shorten the episode length from the

agent’s perspective. By focusing the RL agent on the complex task of placing large macros—the part

previously requiring human expertise—and then calling an analytic solver to rapidly place millions

of standard cells for an approximate reward calculation, we made the credit assignment problem

tractable despite the delayed primary reward.

Addressing RL Sample Inefficiency: Inductive Biases and Data Scaling: Finally, tackling

RL’s notorious sample inefficiency yielded lessons in both architectural design and data generation.

With AlphaChip, the discovery of an architecture with the right inductive bias—our novel edge-based

graph neural network—proved transformative. This allowed the agent to generalize effectively across

different chip blocks, even from an extremely small dataset (our “large” dataset contained only 20

blocks). As a result, AlphaChip is approximately 100 times more sample efficient than prior methods

like Simulated Annealing (SA).

SWiRL offered a complementary lesson: if a model struggles with sample inefficiency, one direct

approach is to generate more samples. We found that scaling the generation of synthetic trajectories

consistently improved performance at all tested scales. Importantly, these improvements generalized

across different tasks and tools, highlighting the power of abundant, targeted synthetic data for
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overcoming sample limitations in LLM-based agents.

These experiences across chip design and language modeling highlight that while RL presents

significant challenges, thoughtful application of techniques in representation learning, problem

formulation, reward shaping, and data generation can lead to robust and impactful solutions.

Progress in Natural Language Processing (NLP) is fueled by computational power, making

advancements in systems and chip design direct catalysts for the field’s evolution. Reinforcement

learning (RL) is playing an increasingly pivotal role in shaping both advanced NLP applications and

the computer systems they run on. I predict an accelerating convergence between RL, LLMs, and

chip design. Ultimately, as LLMs are themselves complex computer systems, the next generation of

intelligent agents will likely emerge from this powerful intersection.
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