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Abstract

Human language text plays a pivotal role in medicine. We use text to represent and store our
biomedical knowledge, to communicate clinical findings, and to document various forms
of medical data as well as healthcare outcomes. While deep language understanding tech-
niques based on neural representation learning have fundamentally advanced our ability
to process human language, can we leverage this advancement to transform our ability to
understand, generate and utilize medical text? If so, how can we achieve this goal?

This dissertation aims to provide answers to these questions from three distinct per-
spectives. We first focus on a common form of medical text, biomedical scientific text, and
study the long-standing challenge of extracting structured relational knowledge from this
text. To handle the long textual context where biomedical relations are commonly found,
we introduce a novel linguistically-motivated neural architecture that learns to represent a
relation by exploiting the syntactic structure of a sentence. We show that this model not
only demonstrates robust performance for biomedical relation extraction, but also achieves
a new state of the art on relation extraction over general-domain text.

In the second part of this work, we focus on a different form of medical text, clini-
cal report text, and more specifically, the radiology report text commonly used to describe
medical imaging studies. We study the challenging problem of compressing long, de-
tailed radiology reports into more succinct summary text. We demonstrate how a neural
sequence-to-sequence model that is tailored to the structure of radiology reports can learn
to generate fluent summaries with substantial clinical validity. We further present a re-
inforcement learning-based method that optimizes this system for correctness, a crucial
metric in medicine. Our system has the potential of saving doctors from repetitive labor

and improving clinical communications.
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Finally, we connect text and image modalities in medicine, by addressing the challenge
of transferring the knowledge that we learn from text understanding to understanding med-
ical images. We present a novel method for improving medical image understanding by
jointly modeling text and images in an unsupervised, contrastive manner. By leveraging the
knowledge encoded in text, our method reduces the amount of labeled data needed for med-
ical image understanding by an order of magnitude. Altogether, our studies demonstrate
the great potential that deep language understanding and generation has in transforming

medicine.
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Chapter 1

Introduction

1.1 Motivation

Text is ubiquitous in medicine. Scientists use human language text as the central medium
for publishing and communicating their scientific discoveries about biomedicine. Patients
use text to express their healthcare needs in conversations or online forums. Doctors use
text to communicate clinical procedures and findings, and furthermore, to document vari-
ous medical conditions as well as healthcare outcomes. For these reasons, text represents
one of the most crucial data sources in medicine. It is thus a long-standing goal for the
biomedical informatics and natural language processing (NLP) communities to build auto-
mated systems that can understand and generate medical text in various contexts (Cohen
and Demner-Fushman, 2014).

The last few years have witnessed the success of deep learning and the changes it has
brought to NLP research. Deep language understanding techniques based on neural net-
works have fundamentally advanced our abilities to analyze unstructured text (Chen and
Manning, 2014), answer questions (Seo et al., 2017), automate conversations (Li et al.,
2016), and translate between human languages (Wu et al., 2016).

Situated in this need to understand medical text and these changes in our ability to

process language, this dissertation focuses on answering the following key questions:

e What is the value of understanding and generating medical text?
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e How can we leverage deep language understanding techniques to better understand

and generate medical text?

e Can understanding and generating medical text inspire us to improve the robustness

and efficiency of our techniques?

Before we move on and discuss how we approach these questions in this dissertation,

let us first consider the following hypothetical story of a hospital visit by Mr. Lee.

Mr. Lee had an accident two days ago when he was biking on a mountain road. He
almost collided with a car at a sharp turn and fell off his bike. As a result, he scratched his
left ankle skin. His left ankle had been swelling and hurting since then. He decided to visit
the clinic to see if his ankle was fractured.

During the office visit, the attending physician asked about Mr. Lee’s condition, and

wrote down the following medical notes:

[...]

Chief complaint: Left ankle swelling and persistent pain.

History of present illness: Mr. Lee is a 35-year-old male. He fell off his bike
during biking two days before the visit. He has had a swollen left ankle since
then. He can move his left ankle but has experienced slight persistent pain in

the area. The condition has not worsened since the accident.

[...]

After visually examining his ankle, the physician ordered radiographs to further deter-
mine where a fracture was present. The radiograph study produced a series of X-ray images
of his left ankle, as shown in Figure 1.1, which were sent to a radiologist for interpretation.
The radiologist read Mr. Lee’s images as well as the medical notes written by the physi-
cian, and documented the clinical interpretation of the images in a detailed radiology report
(see Figure 1.1). Next, the radiologist wrote a summary of the report, called an “Impres-
sion” statement, which summarizes and concisely highlights the most important findings.
The textual radiology report was then sent back to the referring physician, who read the

summary and communicated the findings to the patient.
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Background:
Reason for examination: patient fell off bike; left ankle pain and swelling.
Technique: 3 radiographic views of the left ankle. Comparison: None.

Findings:

There is normal mineralization and alignment. No fracture or osseous lesion
is identified. The ankle mortise and hindfoot joint spaces are maintained.
There is no joint effusion. The soft tissues are normal.

AN J
4 A
Impression:
No fracture is seen. Normal left ankle radiographs.
- J

Figure 1.1: An example series of radiographic images along with the paired clinical radiol-
ogy report. The report is drafted by a radiologist, and consists of a detailed description of
the patient’s conditions and clinical findings (top right), as well as a more concise summary
of the study (bottom right).

Let us now pause this story and review what we have seen. In this typical clinic visit by
Mr. Lee, both the initial medical notes and the radiology report represent a first category of
text that is commonly produced and used in medicine: clinical text. Although its context
may vary, clinical text is a pivotal component in healthcare and serves as a central medium
for documentation and communication in medicine. For example, in our story, the med-
ical notes were used to communicate the condition of the patient to the radiologists, and
the radiology report as well as the impression were used to communicate the results of the
imaging study to the referring physician and the patient. While it seems natural for medical
practitioners to produce accurate clinical notes like these, in reality, writing clinical text is
often an error-prone process (Wagner and Hogan, 1996; Gershanik et al., 2011). Moreover,
report drafting is a repetitive task that may take away time from doctors that could other-
wise be spent on the important work of diagnosing and treating disease (Ammenwerth and
Spotl, 2009). These errors can be considerably avoided and much time can be saved if we
can develop systems that understand existing medical notes or generate future notes. In
other words, understanding and generating medical text can help improve the quality
and efficiency of communications in medicine.

Furthermore, in the radiology exam shown in Figure 1.1, the textual radiology report
encodes the clinically important information from the medical images in a natural language

format. In other words, the radiology report provides natural language explanations of the
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COX-3 PTGS2
inhibitor inhibitor
... Comparison of canine activity with murine
Acetaminophen COX-I and -2 demonstrates that this enzyme is selectively
(DB00316) inhibited by analgesic/antipyretic drugs such as
, phenacetin, antipyrine, and dipyrone...
activator substrate
TRPV1 CYP2EI

Figure 1.2: A subset of the drug-protein relations for the drug acetaminophen stored in
the DrugBank knowledge base. On the right we also show how one of the relations was
described with natural language in a scientific publication (Chandrasekharan et al., 2002).

images that we can utilize to guide future care or to educate new learners. If we can build
machines that understand the significance of various findings in the report text and link
them with the visual features in the corresponding image regions, this can naturally help us
build systems that better understand medical images, and that may ultimately automate key
aspects of the imaging diagnosis process. Therefore, understanding medical text offers

opportunities to enhance the utility of other forms of medical data, such as images.

Let us return to Mr. Lee’s office visit. Because the radiology exam found no severe
clinical abnormality in Mr. Lee’s ankle, the physician decided to order some medications
to help ease the pain and swelling. As a result, the physician ordered him acetaminophen,
a widely used pain relief medication. Now Mr. Lee can return home and rest assured that
his ankle will recover from the accident.

While today adults in the United States can easily get access to acetaminophen as a pain
or fever relief medication, the development and testing of a drug like acetaminophen is not
easy. In fact, it usually requires us to fundamentally understand how a chemical like ac-
etaminophen interacts with various proteins in the human body such that it can take effect,
be metabolized and get safely excreted from the body. To aim our understanding, numerous
biomedical knowledge bases were constructed to store and represent structured knowledge
about biomedicine. For example, Figure 1.2 presents the known relations between ac-
etaminophen and different proteins stored in the DrugBank knowledge base (Wishart et al.,
2008). Knowledge bases such as the DrugBank are therefore invaluable for the develop-

ment of new treatments and the testing of new drugs (Zhu et al., 2019).
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Despite their importance, the development of biomedical knowledge bases such as the
DrugBank has been a long-standing challenge. This is mainly because our scientific dis-
coveries about biomedicine are mostly published in text format, as is shown in Figure 1.2.
The paragraph on the right represents a second category of text that we see in medicine:
biomedical scientific text. While text like this is easy to read and understand for scientists,
it is extremely difficult for machines to process it. As a result, traditionally, the develop-
ment of large biomedical knowledge bases has heavily relied on manual work by scientific
curators, whose job is to read the relevant scientific papers and manually organize the struc-
tured knowledge into the knowledge bases (Hewett et al., 2002; Wishart et al., 2008). This
has made the construction of biomedical knowledge bases extremely expensive and hard
to sustain. Therefore, developing automated systems that understand the scientific text
and extract structured knowledge from it can save us from the manual work and provide
more comprehensive knowledge for the development of new treatments. Or in other words,
understanding medical text can help us obtain actionable biomedical knowledge.

This dissertation is written around these aforementioned perspectives of what under-
standing and generating medical text means to us. Namely, a central theme of this disser-
tation is to showcase via several distinct studies that understanding and generating medical
text can have a positive impact on medicine by helping us obtain actionable knowledge,

improve communications, and understand other forms of medical data.

The importance of medical text analysis leads to the following important question: why
does understanding and generating medical text present substantial computational
challenges? To answer this question, let us go back to the previous examples. For an au-
tomated system to process the biomedical scientific text in Figure 1.2, the system must be
capable of navigating through the long context of words in the paragraph and discerning
biomedical relations (e.g., inhibitor vs. activator) encoded in drastically different forms.
Similarly, to understand the clinical note in Figure 1.1, a system must recognize each term
and know how to interpret various clinical findings in the context of the patient’s condi-
tions; to further complete such a note, it must know what content to generate and how to
compose it in a fluent, efficient and grammatical manner. Moreover, for a system to read

the medical images and the text in Figure 1.1 together, it has to obtain a joint understanding
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Improving Communication
via Summarization

Figure 1.3: An overview of the main chapters in this dissertation.

of both and be capable of grounding the nuances of meanings expressed in the text (e.g.,
fracture vs. mineralization) to the relevant visual features in the image. In fact, none of
these tasks is computationally trivial. While numerous research efforts have been made in
the past to understand biomedical and clinical text (Hunter and Cohen, 2006; Cohen and
Demner-Fushman, 2014; Pons et al., 2016), historical work has relied mostly on expert
rules and statistical models built with sparse, hand-engineered features. A second theme
of this dissertation is to demonstrate with empirical evidence that deep learning language
understanding techniques based on dense vector representations of text substantially out-

perform traditional rule or feature-based systems for all the aforementioned tasks.

1.2 Dissertation Outline

This dissertation is organized according to the central themes that we have introduced
above. In Chapter 2, we first provide a detailed overview of previous work closely rel-
evant to this dissertation. The subsequent chapters will focus on three distinct applications
of understanding and generating medical text, as shown in Figure 1.3.

In Chapter 3, we first focus on the understanding of biomedical scientific text, and
study the long-standing challenge of extracting structured relational knowledge from this
text. To handle the long textual context where biomedical relations are commonly found,

we introduce a novel linguistically-motivated neural architecture that learns to represent a
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relation encoded in a sentence by exploiting the syntactic structure of the sentence. On
several widely used benchmark datasets, we show that our model not only demonstrates
robust performance for biomedical relation extraction, but also achieves a new state of the
art on relation extraction over general-domain text. This chapter is based on work first
published as Zhang et al. (2018b).

In Chapter 4, we shift our focus to the clinical report, and more specifically, the radiol-
ogy report commonly used to describe medical imaging studies. We study the challenging
problem of automated summarization of long, detailed radiology reports into the more
succinct impression text shown in Figure 1.1. We demonstrate how a neural sequence-to-
sequence model tailored to the structure of radiology reports can learn to generate fluent
summaries that overlap substantially with human-written ones. We also show on real-world
radiology report datasets that our model outperforms traditional extractive summarization
models based on sparse modeling of the report text. In a human evaluation, a radiologist
has indicated that our model output is as least as good as the human-written summary in
67% of the examples, suggesting substantial clinical validity. This chapter is based on work
first published as Zhang et al. (2018a).

Next, in Chapter 5, we extend our study in Chapter 4, by addressing a critical issue
of our neural model, that the generated summaries tend to be factually incomplete and
incorrect. We do this by first identifying the imperfect objectives that we use to train and
evaluate our model, and then proposing a new information extraction-based framework that
evaluates a text generation based on its factual content. We further present a reinforcement
learning-based method that optimizes this new metric, and demonstrate via both automatic
and human evaluation that this new method leads to radiology summaries that are more
correct and have higher clinical validity. This chapter is based on work first published as
Zhang et al. (2020c¢).

In Chapter 6, we connect text and image modalities in medicine by addressing the chal-
lenge of transferring knowledge learned from text understanding to understanding medical
images. We present a novel method for improving medical image understanding by jointly
modeling text and images in an unsupervised, contrastive manner. We show via experi-

ments on multiple medical image classification and retrieval tasks that the proposed method
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improves the accuracy of the learned image encoders, and substantially outperforms exist-
ing methods based on ImageNet pretraining or image-only contrastive learning. A preprint
of this work is available on arXiv as Zhang et al. (2020b).

Lastly, we conclude this dissertation and discuss future directions in Chapter 7.

1.3 Contributions

In summary, this dissertation makes the following detailed contributions to the field of

understanding and generating medical text:

e We propose a novel neural architecture that improves upon existing models for the

task of extracting biomedical relations from scientific text.

e We develop the first neural system that completes a clinical radiology report by sum-
marizing the radiology findings into more concise impression statements. We de-
velop a novel framework to optimize this system for the crucial correctness metric.
Our system has the potential to save healthcare providers from repetitive labor and

improving clinical communications.

e We develop a joint neural architecture for improving representations of medical im-
ages by understanding their paired clinical reports. Our method reduces the amount
of labeled data needed for medical image understanding by an order of magnitude,
and breaks new ground for effectively utilizing existing medical text data for under-

standing data of other modalities.

Further, this dissertation makes the following contributions to general language under-

standing and generation research:

e We demonstrate that our linguistically-motivated architecture for relation extraction
generalizes to relation extraction from news articles and web text, and achieves su-

perior performance on standard benchmarks.

e We pioneer in the direction of optimizing the factual correctness of a neural text
summarization model. Our study represents the first success in improving the factual

correctness of a summarization model via reinforcement learning.
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e We pioneer the improvement of visual representations via cross-modality contrastive
pretraining with human-written descriptive text. Our study has recently been success-
fully applied at much larger scale by Radford et al. (2021) and led to state-of-the-art

general visual recognition capabilities.



Chapter 2

Related Work

In this chapter, we provide an overview of previous work relevant to this dissertation, and
discuss its connections to our studies. For each individual area, we focus on both the
development of general methodologies and existing applications in biomedicine.

In Section 2.1, we start by giving a general overview of research on the automatic
population of knowledge bases from text, and discuss the applications of these systems to
extracting biomedical knowledge.

In Section 2.2, we delve into relation extraction, a core component of knowledge base
population systems. We provide an overview of general relation extraction research as well
as its applications in biomedicine, and discuss how our study in Chapter 3 is connected to
existing work.

In Section 2.3, we provide an overview of existing work in text summarization, with a
focus on neural text summarization methods and existing applications of summarization in
biomedicine. We also discuss how our studies in Chapter 4 and Chapter 5 are related to
existing work in these areas.

Finally, in Section 2.4, we review existing work in medical image understanding and
the joint modeling of medical image and text data. We also discuss previous work in
contrastive visual representation learning and text-image pretraining, which inspired our

study in Chapter 6.

10
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2.1 Knowledge Base Population

Large-scale knowledge bases that store structured facts are widely used in many domains
and power numerous downstream applications. For example, DBPedia', Freebase” or Wiki-
data’® are widely used general-domain knowledge bases. In the biomedical domain, Drug-
Bank (Wishart et al., 2008) and PharmGKB (Hewett et al., 2002) are among the most
widely used, storing structured facts about drugs and proteins. Depending on the domain
and scale, these knowledge bases are often constructed via crowdsourcing or expert cura-
tion, sometimes with the help of automated knowledge base population systems, to which
our study in Chapter 3 is tightly related.

Knowledge base population* (KBP) is a task that aims at taking a large collection of
unstructured text, and using it to populate a structured knowledge base. This collection
of text can be Wikipedia or web articles, as is often the case for general-domain KBP
systems; or it can be a collection of scientific documents or abstracts, as is often the case
for biomedical KBP systems. The structured facts (i.e., the output of KBP systems) are
often represented in the form of (s,r,0) triples, where s is a subject entity, o an object
entity and r a relation type, often drawn from a fixed schema.

Systematic research in KBP systems has been facilitated by a number of community
shared tasks or challenges in this area, among which the yearly TAC KBP challenge (Mc-
Namee and Dang, 2009) is a representative one. These challenges provide opportunities
to evaluate the end-to-end performance of KBP systems at extracting entities and relation
triples, given a shared collection of documents such as newswire articles. A typical KBP
system submission to these tasks consists of several individual components in a pipeline,

as shown in Figure 2.1. These components include:

e Syntactic annotation components, which split the input text into individual sentences

and tokens, and annotate the text with syntactic information.

"https://wiki.dbpedia.org/

thtps://en.wikipedia.org/wiki/Freebase_(database)

Jhttps://www.wikidata.org/wiki/Wikidata:Main_Page

4While in medicine, the word “population” is often used to refer to a specific group of people, here the
word “population” refers to the action of populating a knowledge base with structured facts.


https://wiki.dbpedia.org/
https://en.wikipedia.org/wiki/Freebase_(database)
https://www.wikidata.org/wiki/Wikidata:Main_Page
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Figure 2.1: Overview of a typical pipeline-based knowledge base population system. This
figure is adapted from Zhang et al. (2016).

e Entity detection and linking, which aims at recognizing the spans of entity men-
tions, and linking the detected entities to an existing taxonomy. For general-domain
text these entities often include person or organization entities, and are linked to
their unique Wikipedia page. For biomedical domain, these entities of interest of-
ten include drug, protein or disease mentions, and are often linked to an existing

biomedical ontology.

e Relation extraction component, which aims at discerning whether a relation exists
between a pair of extracted entity mentions, and if so, the type of the relation. Ex-
ample relations for general-domain text include the date_of _birth relation between a
person and a date mention; example relations for the biomedical domain include the

inhibitor or the activator relation between a drug and a protein mention.

e Post-processing components, which are typically designed to guarantee the valid-
ity of the produced knowledge base (e.g., to remove duplicates or resolve conflicts

among the extracted facts).

In addition to previous work on KBP, there are research efforts that focus on inferring
new facts in a knowledge base that do not utilize any text at all (Socher et al., 2013; Lin
et al., 2015). This task is often referred to as knowledge base completion. Moreover, the
task of semantic parsing aims at converting a natural language query into a logical form,

which can be used to query against an existing knowledge base (Zelle and Mooney, 1996;
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Zettlemoyer and Collins, 2007; Berant and Liang, 2014). We skip an in-depth overview of
these areas as it is not directly related to this dissertation.

Concurrent to the development of various KBP systems, numerous efforts have been
made to apply these systems to biomedical knowledge base population. For example,
Garten et al. (2010) discussed research efforts on constructing pharmacogenomics knowl-
edge bases from text with automated systems. Thorn et al. (2013) further introduced how a
pharmacogenomics knowledge base, the PharmGKB, was enhanced with a combination of
KBP techniques and human curation. Literome (Poon et al., 2014) is a system that aims at
extracting genomic knowledge from PubMed articles and making this knowledge available
via a cloud service. Life-iNet (Ren et al., 2017) is a system that supports automated con-
struction of a knowledge base from life science articles and querying against the extracted
structured facts. KnowLife (Ernst, 2017) is an effort that aims at leveraging KBP tech-
niques to construct a health knowledge base that covers a wide range of biomedical entities
(e.g., gene, disease, or anatomy), from text covering a wide range of genres. Similar to
general KBP research, biomedical KBP research has been facilitated by numerous shared
tasks such as the BioNLP shared tasks (Pyysalo et al., 2012) or the BioCreative challenge
series (Wei et al., 2015).

Our study in Chapter 3 is focused on a core component in pipeline-based KBP sys-
tem (see Figure 2.1), the relation extraction component, and its application to extracting

biomedical knowledge. We now describe related work in relation extraction in detail.

2.2 Relation Extraction

At the core of a typical KBP system as discussed above is a relation extraction model.
The task of relation extraction involves discerning whether a relation exists between two
entity mentions in a piece of text, such as a sentence. Here the two entity mentions are
often referred to as a subject and an object mention, respectively. For example, given the

following sentence:

This property may be able to explain the ability of [chloroquine | ypjec; to inhibit

[CYP2D6 | pjeci-mediated metabolism in vitro and in vivo.
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where the drug chloroquine is a subject entity and the protein CYP2D6 an object, a relation

extraction model should be able to extract the following relation triple based on the context:
(chloroquine, inhibitor, CYP2D6)

where inhibitor is the relation type. A relation extraction model like this will be the focus
of our study in Chapter 3.
Traditionally, the task of relation extraction has been studied with broadly three differ-

ent approaches:

e Fully-supervised methods, where a relation classifier is trained on a supervised dataset

of sentences with entity and relation annotations;

e Distant supervision (Mintz et al., 2009; Surdeanu et al., 2012), where a weakly-
supervised dataset is created by mapping relation triples in a knowledge base to sen-

tences in a large corpus, and the dataset is used in place of a supervised one;

e Open information extraction (Mausam et al., 2012; Angeli et al., 2015), where syn-
tactic structures of sentences are exploited to extract open-domain relation triples,

instead of using a pre-defined relation set.

Among these three approaches our study in Chapter 3 is most tightly related to the fully-
supervised method for relation extraction.

At the core of fully-supervised and distantly-supervised approaches are statistical clas-
sifiers, which traditionally are built with sparse hand-engineered features. In particular,
many of these traditional classifiers find syntactic information of the input sentences ben-
eficial to the relation extraction task. For example, Mintz et al. (2009) explored adding
syntactic features to a statistical classifier and found them to be particularly useful when
sentences are long. In parallel to these feature-based classifiers are kernel-based methods
for relation extraction, where relations are classified based on their similarity with existing
examples in a kernel space. A number of these approaches also leverage syntactic informa-
tion to construct the kernel space, finding that tree-based kernels (Zelenko et al., 2003) and
dependency path-based kernels (Bunescu and Mooney, 2005b) are particularly effective for
this task.
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Recent years have seen the success of neural representation learning-based approaches
for relation extraction. For example, Zeng et al. (2014) first applied a one-dimensional
convolutional neural network (CNN) combined with hand-engineered features to encode
relations and found it to outperform traditional methods on standard benchmarks. Vu et al.
(2016) showed that combining a CNN architecture with a recurrent neural network (RNN)
through a voting scheme can further improve performance. Zhou et al. (2016) and Wang
et al. (2016) found that attention mechanisms over RNN and CNN architectures are use-
ful for relation extraction. Despite the success of increasingly complex forms of neural
architectures, Adel et al. (2016) and Zhang et al. (2017) have shown that relatively sim-
ple neural models (CNN and augmented LSTM, respectively) can achieve comparable or
superior performance to more complex models when trained on larger datasets.

Apart from neural models over word sequences, incorporating syntactic structures such
as dependency trees into neural models has also been shown to improve relation extraction
performance by capturing long-distance relations. For example, Xu et al. (2015¢) general-
ized the idea of dependency path kernels by applying a long short-term memory (LSTM)
network, a special form of RNN, over the shortest dependency path between the entity men-
tions. In their experiments, this model outperformed a similar LSTM model applied over
the original sentence sequence. Liu et al. (2015) first applied a recursive network over the
subtrees rooted at the words on the dependency path and then applied a CNN over the path.
Miwa and Bansal (2016) applied a Tree-LSTM (Tai et al., 2015), a generalized form of
LSTM over dependency trees originally developed for encoding the semantic meaning of a
sentence, in a joint entity and relation extraction setting. They found it to be most effective
when applied to the subtree rooted at the lowest common ancestor of the two entities.

In parallel to this development, many efforts have been made on applying these tech-
niques to biomedical relation extraction, which focuses on extracting relations between
biomedical entities from scientific text. For example, Bunescu and Mooney (2005a) applied
a subsequence-based kernel method to the task of extracting protein-protein interactions.
Riedel and McCallum (2011) proposed a joint statistical model for biomedical entity and
event extraction. Peng and Lu (2017) applied a multichannel convolutional network en-
hanced with lexical and syntactic features to extracting protein-protein relations. Lim and

Kang (2018) applied the Tree-LSTM model to extracting chemical-gene relations from
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biomedical abstracts. Quirk and Poon (2017) extended biomedical relation extraction to
a cross-sentence setting, and proposed a distant supervision-based method for this task.
Peng et al. (2017) further improved cross-sentence relation extraction with a syntactically
augmented neural sequence model, and showed that it improves the state of the art for
extracting drug-mutation-gene relations. Apart from methods that rely on supervised or
distantly supervised learning, there has been work that studied the unsupervised discovery
and extraction of biomedical relationships from scientific literature text (Quan et al., 2014;
Percha and Altman, 2015, 2018). Finally, in addition to these individual studies, research
work in this area has relied heavily on resources released as part of the BioNLP shared
tasks (Pyysalo et al., 2012; Nédellec et al., 2013) or the BioCreative challenges (Wei et al.,
2015; Krallinger et al., 2017).

Our study in Chapter 3 is built on top of this existing work in supervised relation ex-
traction, especially existing work based on modeling the syntactic structures with neural
architectures. Our method closely connects to the studies of Liu et al. (2015) and Miwa
and Bansal (2016) by extending their models with a new neural architecture. Furthermore,
our study relies on the general-domain relation extraction resource released by Zhang et al.
(2017), and biomedical relation extraction resources by Peng et al. (2017) and Krallinger
et al. (2017).

2.3 Text Summarization and Its Applications in Medicine

In this section, we focus on reviewing previous work on text summarization, an area closely
related to the summarization of medical reports in Chapter 4 and Chapter 5.

The task of text summarization aims at compressing a long document into a shorter
text while preserving the key facts in the original document. Text summarization systems
can be applied in many practical domains, among which news summarization is most com-
monly studied (Dang, 2005). In news summarization, a system takes a news article as the
input document, and outputs a one-sentence or multi-sentence textual summary that pre-
serves the gist of the news article. For example, for the following (truncated) news article
in the DUC summarization dataset (Dang, 2005; Grusky et al., 2018):

MAPUTO, Mozambique (AP) — Just as aid agencies were making headway in
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feeding hundreds of thousands displaced by flooding in southern and central
Mozambique, new floods hit a remote northern region Monday. The Messalo

River overflowed [...]
A single-sentence summary written by a human expert is:
Floods hit north Mozambique as aid to flooded south continues.

In practice, text summarization systems are often evaluated against this human-written
summary as an oracle reference.

Early work on text summarization mainly focuses on extractive summarization, where
the summaries are generated by scoring and selecting sentences from the input. The sys-
tems are trained either in an unsupervised fashion, where the text units are selected based
on the document structure, or in a supervised fashion, where oracle sentences are used as
supervision signals. Luhn (1958) proposed to represent the input by topic words and score
each sentence by the amount of topic words it contains. Kupiec et al. (1995) studied statis-
tical methods for text summarization and proposed to score sentences with a feature-based
statistical classifier. Barzilay et al. (1999) studied multi-document summarization and pro-
posed an information fusion model for it that combined sentence fragment selection from
the documents and rule-based paraphrasing with rules derived from corpus analysis. Stein-
berger and Jezek (2004) applied latent semantic analysis to cluster the topics in a document
and then select sentences that cover the most topics. Meanwhile, various graph-based meth-
ods, such as the LexRank (Mihalcea and Tarau, 2004) and the TextRank algorithm (Erkan
and Radev, 2004), were applied to model sentence dependency by representing sentences
as vertices and similarities as edges. Sentences are then scored and selected via model-
ing of the graph properties. In Chapter 4 and Chapter 5 we treat these early extractive
summarization systems as baselines and compare our models with them.

The application of neural networks, especially neural sequence-to-sequence learning
methods (Sutskever et al., 2014) has enabled abstractive summarization systems, where
new words and phrases are generated to form the summaries. Rush et al. (2015) first applied
an attention-based neural encoder and a neural language model decoder for neural abstrac-

tive summarization. Nallapati et al. (2016b) extended the previous method and used RNN
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models for both the encoder and the decoder. Nallapati et al. (2016a) further compared the
RNN-based architecture for neural abstractive and extractive summarization.

Meanwhile, a series of hybrid summarization systems that combine the advantages
of abstractive and extractive summarization were proposed and studied. For example, to
address the limitation that neural models with a fixed vocabulary cannot handle out-of-
vocabulary words, a pointer-generator model was proposed which uses an attention mech-
anism that copies elements directly from the input (Nallapati et al., 2016b; Merity et al.,
2017; See et al., 2017). See et al. (2017) further proposed a coverage mechanism to ad-
dress the repetition problem in the generated summaries. Chen and Bansal (2018) proposed
a hybrid system that first selects sentences from the input document and then rewrites the
selected sentences to form abstract summaries. Gehrmann et al. (2018) proposed a bottom-
up approach where an abstractive summarization system is restricted to only consider the
selected sentences in the document as input. Our study in Chapter 4 is closely related to ex-
isting work in neural abstractive and hybrid summarization; our model is directly inspired
by the pointer-generator system as in (See et al., 2017).

While it is common practice to train neural summarization systems in an end-to-end su-
pervised manner by maximizing the likelihood of the reference summaries, reinforcement
learning (RL) has been explored as an alternative training strategy and shown useful in pre-
vious work (Paulus et al., 2018; Chen and Bansal, 2018; Dong et al., 2018). Specifically,
Paulus et al. (2018) found that directly optimizing an abstractive summarization model on
the ROUGE metric (Lin, 2004) via RL can improve the summary ROUGE scores. Chen
and Bansal (2018) explored training their select-and-rewrite hybrid summarization system
with RL. Dong et al. (2018) proposed to model extractive summarization as a contextual
bandit problem, and designed an RNN-based neural architecture for this setting. They sim-
ilarly optimized the proposed architecture with RL for end metrics. Our study in Chapter 5
is directly inspired by this line of work.

As neural summarization models achieve increasingly higher performance on bench-
mark datasets as measured by common metrics such as the ROUGE scores, a recent line of
work has focused on the factual correctness or consistency of these systems. Krysciniski
et al. (2019a) critically evaluated a collection of state-of-the-art summarization systems

and found that they tend to have poor factual consistency with the input document. To
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improve the correctness of these systems, Cao et al. (2017) proposed to extract fact triples
from the input document with an open information extraction system, and then attend to
these fact triples during the decoding process. Their study, despite being an early attempt,
did not focus on an explicit measurement of factual consistency or correctness of the gen-
erated summaries. Goodrich et al. (2019) proposed to evaluate the factual accuracy of
generated text with an information extraction system. They found that while existing in-
formation extraction systems are generally inadequate for this task, systems that are based
on a fixed schema perform better than open information extraction systems. Falke et al.
(2019) explored using natural language inference (NLI) systems to evaluate the correct-
ness of generated summaries, with the intuition that summaries that are consistent with
the original document should be evaluated as “entailment” by a well-trained NLI system.
However, they arrived at a negative conclusion that current NLI models trained on existing
datasets tend to be inadequate for this task, and that more advanced NLI models or bet-
ter datasets need to be constructed to improve the robustness of NLI systems. Kryscifiski
et al. (2019b) took a different approach, and proposed to evaluate factual consistencies in
the generated summaries using a weakly-supervised fact verification model. Their pro-
posed model was based on a strong pretrained transformer architecture (i.e., BERT), and
was trained with a weakly-supervised dataset that contain both consistent and inconsistent
document-summary pairs. Our study in Chapter 5 is closely related to this line of work,
and our findings regarding the correctness of existing systems are in line with those by
Kryscinski et al. (2019a). Moreover, while none of this work has shown a notable suc-
cess in directly optimizing a summarization system for factual correctness, our study in
Chapter 5 represents the first success in this direction.

In addition to single-document summarization systems, there are systems that are de-
signed for the settings of multi-document summarization (Lin and Hovy, 2002; Haghighi
and Vanderwende, 2009), or multi-modality summarization (Gross et al., 2000). Further-
more, text summarization has also been applied to other domains such as the scientific
domain (Teufel and Moens, 2002) or legal domain (Sharma et al., 2019). We will not
discuss these areas in detail, except for the applications of summarization in the medical

domain, which we review below.



CHAPTER 2. RELATED WORK 20

Numerous efforts have been made to apply text summarization methods to the medical
domain. Existing work on medical applications of text summarization can be broadly
clustered into three areas (Mishra et al., 2014). The first area focuses on the summariza-
tion of online medical articles or literature for answering medical or clinical questions.
For example, Demner-Fushman and Lin (2006) proposed a system that can answer med-
ical questions by combining an extractive article summarization system with a document
semantic clustering system. Chen and Verma (2006) described a system that answers a
user’s medical queries by summarizing articles retrieved from the database and selecting
summaries that are similar to the user’s queries. Cao et al. (2011) proposed the AskHER-
MES system, which answers medical questions by combining a question categorization
system, an information retrieval system that retrieves relevant articles, and an extractive
summarization system that extracts passages and sentences to answer the questions.

The second area focuses on summarizing biomedical scientific articles into short ab-
stracts. Reeve et al. (2006) proposed an extractive approach for summarizing biomedical
articles based on the frequency distribution of concepts in sentences. Plaza et al. (2008)
described an ontology and graph-based extractive method that views sentences in an article
as nodes in a graph and scores sentences to form the summaries. Sarkar (2009) combined
domain-specific features with other commonly used features for sentence ranking and ab-
stract generation. Plaza et al. (2012) further enhanced existing systems with knowledge-
based word sense disambiguation methods to improve summarization quality.

The third area focuses on the summarization of clinical patient records (Pivovarov and
Elhadad, 2015). Different from the aforementioned work, related work in this area of-
ten uses a combination of unstructured text and structured data as the input, and focuses
on extracting and displaying key information rather than generating free-text summaries.
Powsner and Tufte (1997) described a system that summarizes psychiatric patient records
by extracting and visualizing key psychiatric variables. Liu and Friedman (2004) intro-
duced a system that extracts a patient’s key problems from the narrative clinical records,
and displays them in a tree-structured view. Bui et al. (2007) described a system that sum-
marizes the clinical reports of brain tumor patients by selecting and displaying the most

crucial image and textual information from the records. Hirsch et al. (2015) introduced
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HARVEST, a system that summarizes a collection of patient records by extracting impor-
tant concepts and organizing key information in a temporal order. Our studies in Chapter 4
and Chapter 5 are most closely related to this third area of work in that they both focus
on summarizing clinical reports. They however differ from this existing work in that they
focus on generating abstractive, free-text summaries using neural models.

Finally, despite the numerous efforts in applying summarization to medical documents,
work on summarization of radiology reports has been limited. Most early work that
attempts to “summarize” radiology reports focused on classifying and extracting informa-
tion from the report text (Friedman et al., 1995; Hripcsak et al., 1998; Elkins et al., 2000;
Hripcsak et al., 2002). More recently, Hassanpour and Langlotz (2016) studied extracting
various clinical named entities from multi-institutional radiology reports using traditional
feature-based classifiers. Goff and Loehfelm (2018) built an NLP pipeline to identify as-
serted and negated disease entities in the “Impression” section of radiology reports as a step
towards report summarization. Cornegruta et al. (2016) proposed to use a recurrent neural
network architecture to model radiological language in solving the medical named entity
recognition and negation detection tasks on radiology reports. Our work in Chapter 4 and
Chapter 5 pioneer in the direction of creating free-text summaries of radiology reports.

To summarize, our studies in Chapter 4 and Chapter 5 are directly built on top of exist-
ing work in abstractive and hybrid neural text summarization, and are inspired by existing
work on applying RL to summarization systems. Chapter 5 is concurrent to existing work
that studies factual correctness of neural summarization systems, and represents the first
success in explicitly optimizing a neural summarization system with a correctness objec-
tive. Furthermore, both studies are closely related to existing applications of summarization
to the medical domain, but they differ from existing work and pioneer in the direction of

generating abstractive, free-text summaries of clinical reports.

2.4 Joint Text and Image Understanding

Lastly, in this section we review related work on medical image understanding and the joint
modeling of text and image data, to which our study in Chapter 6 is closely related.

Our study is most relevant to existing work on deep learning for abnormality detection
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from medical images, especially work on classifying radiographic images. For example,
Gulshan et al. (2016) and Abramoff et al. (2016) studied the automatic detection of dia-
betic retinopathy from retinal fundus photographs and showed the success of CNN-based
architectures. Esteva et al. (2017) studied skin cancer detection from clinical skin images
using deep neural networks. De Fauw et al. (2018) showed the success of deep learning on
the detection of sight-threatening retinal diseases from three-dimensional optical tomogra-
phy scans. Wang et al. (2017) introduced the first public hospital-scale chest X-ray image
dataset covering many disease categories, and evaluated the performance of CNN-based
models on this dataset. Rajpurkar et al. (2018b) provided in-depth comparisons of differ-
ent CNN architectures for chest X-ray image classification. Raghu et al. (2019) studied
the effect of transfer learning from ImageNet pretraining on medical image classification
tasks. Wang and Wong (2020) studied the applicability of deep learning for the detection of
COVID-19 pneumonia based on chest radiographic images. In addition, there are studies
that focus on applying deep learning to understanding medical images of other modali-
ties, such as MRI (Mazurowski et al., 2019) or ultrasound (Liu et al., 2019b). We will not
conduct an in-depth review of the work in other imaging modalities.

Our study in Chapter 6 is also closely related to work on joint medical image and text
modeling. Much work in this area focuses on improving medical image representation by
understanding or mining the related medical text. Shin et al. (2015) introduced the first
system that utilizes a radiology report for improving a CNN-based medical image encoder.
Their approach focuses on a topical clustering of the reports rather than a fine-grained
understanding of them. Wang et al. (2017) described a method to create a large-scale chest
X-ray image dataset by mining the chest radiology reports with word patterns and syntactic
rules. Irvin et al. (2019) improved the accuracy of their patterns and further extended their
method to handle uncertainty in radiology reports. The goal of our study in Chapter 6 is
aligned with this line of work. We however differ from existing work substantially in the
development of a domain-agnostic, joint statistical model of the image and text, instead of
hand-crafted patterns.

Previous work on joint medical image and text modeling has also focuses on generating
textual radiology reports from medical images (Wang et al., 2018; Jing et al., 2018; Liu

et al., 2019a). We will not review these studies in detail as they are not directly related to
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our work.

In addition to the aforementioned areas, our study is directly inspired by the recent line
of work on image view-based contrastive visual representation learning, which aims to
improve image representations by contrasting cropped areas from natural images (Hénaff
et al., 2020; Chen et al., 2020a; He et al., 2020; Grill et al., 2020). Our study is a generaliza-
tion of these methods to a multi-modality setting, where the contrasted pairs are sampled
from image and text modality, respectively. To some extent, our method is conceptually
related to the multi-view contrastive coding framework by Tian et al. (2020).

Another line of work related to our study is visual-linguistic representation learning.
A number of recent studies have explored the use of transformer models for joint modeling
of image and text data (Lu et al., 2019; Tan and Bansal, 2019; Su et al., 2020). These mod-
els are typically trained with a combination of the masked language model objective, an
image object prediction objective and a binary image-text pairing objective. Among exist-
ing studies, Ilharco et al. (2020) and Gupta et al. (2020) used a cross-modality contrastive
objective related to our study in Chapter 6, but for the purpose of probing visual-linguistic
models and learning phrase grounding, respectively. Our study differs from this line of
work in several crucial ways: 1) while existing work in visual-linguistic learning focuses
on learning visual representations from paired text via a binary contrastive prediction task,
we show the superior performance of a new cross-modality objective based on noise con-
trastive estimation; 2) existing work has primarily used object representations extracted
from image segmentation models in their preprocessing steps, making them less applicable
to medical image understanding tasks where anatomical segmentations are extremely hard
to obtain; 3) while existing work has evaluated primarily on visual-linguistic tasks such as
visual question answering, we instead focus on evaluation with classification and retrieval
tasks which are at the center of medical image understanding research.

To summarize, our study in Chapter 6 is directly related to work on medical image
understanding, and uses resources created by the studies of Irvin et al. (2019) and Wang
and Wong (2020). Our study extends and improves upon existing work that relies on hand-
crafted patterns to mine radiology reports for improving medical image representations.
Furthermore, our study is directly inspired by recent work on contrastive visual represen-

tation learning; it is related to but differs from recent work on visual-linguistic learning in
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the training objectives and evaluation strategies.
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Chapter 3

Understanding Relations in Medical

Text and Beyond

Text is the major data format that we use to store and communicate our biomedical knowl-
edge. The biomedical science community reports new scientific discoveries by encoding
them into free-text research papers and making them available through publication plat-
forms such as the scientific journals. This textual content is further indexed by scientific
databases such as the PubMed platform' and becomes the foundation of future medical
discoveries and practices.

While this textual knowledge is easy for human beings to read and understand, it be-
comes cumbersome when we need to query or represent this knowledge with computers,
or combine relevant knowledge to make new discoveries, a common need in the develop-
ment of health information technologies or new drugs (Himmelstein et al., 2017; Zhu et al.,
2019). To this end, numerous biomedical knowledge bases, such as DrugBank (Wishart
et al., 2008) or PharmGKB (Hewett et al., 2002), have been developed and heavily used by
the scientific community. These knowledge bases store structured or semi-structured infor-
mation about core biomedical entities such as drugs, proteins/genes or diseases, and more
importantly, the known relations between these entities. For example, Table 3.1 shows sev-
eral proteins that are known to have a relation with the drug chloroquine in the DrugBank

knowledge base. Relational representations like these have made the query, display and

https://pubmed.ncbi.nlm.nih.gov/

25


https://pubmed.ncbi.nlm.nih.gov/

CHAPTER 3. UNDERSTANDING RELATIONS IN MEDICAL TEXT & BEYOND 26

Text Drug Protein Relation

Our results indicate that chloroquine-mediated inhibition of chloroquine TNF inhibitor
TNF-alpha, IL-1beta and IL-6 synthesis occurs through dif-

ferent modes in lipopolysaccharide-stimulated human mono-

cytes/macrophages.

...neutrophil stimulation was not prevented by immobilization of chloroquine TLR9 inhibitor
bacterial DNA or by wortmannin or chloroquine, two agents that
inhibit TLRY signaling.

In addition to the well-known functions of chloroquine such chloroquine ACE2 modulator
as elevations of endosomal pH, the drug appears to interfere

with terminal glycosylation of the cellular receptor, angiotensin-

converting enzyme 2 (ACE2).

This property may explain the ability of chloroquine to inhibit chloroquine CYP2D6 inhibitor
CYP2D6-mediated metabolism in vitro and in vivo.

Table 3.1: Drug-protein relational knowledge stored in the DrugBank database, along with
the text that indicates the relations in the linked literature. We only show a subset of the
relational knowledge related to the drug chloroquine. The mention spans of the drugs and
proteins are highlighted in bold.

processing of biomedical knowledge much easier. Furthermore, they offer opportunities to
conduct complex reasoning within the space and directly help the discovery of biological
pathways, a key component in the development of new treatments for diseases (Apic et al.,
2005).

Despite their cruciality, the curation of knowledge bases such as DrugBank or Pharm-
GKB has been a long-standing challenge for the scientific community (Klein et al., 2001).
Traditionally, this is done manually by human curators, who need to retrieve and read the
relevant scientific papers (with text similar to that shown in Table 3.1), identify specific
entities and relations from these papers, and add them into the knowledge base. However,
unlike annotating general-domain text which can be distributed easily via crowdsourcing,
curating biomedical knowledge requires domain experts who have gone through substantial
training in the relevant fields. As a result, the curation of these knowledge bases has been
an extremely slow and expensive process.

Even after a biomedical knowledge base is successfully constructed, maintaining the
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Figure 3.1: Yearly number of papers indexed by PubMed that are relevant to the keyword
cancer.

knowledge base and keeping its knowledge update-to-date is yet another significant chal-
lenge. Imagine that we are building a cancer knowledge base that stores knowledge about
drugs and proteins that are relevant to the cause and treatment of cancer, it is natural to
frequently update the entities and relations in this knowledge base as new biomedical dis-
coveries in this domain are made available. However, this task is far from trivial. As shown
in Figure 3.1, the yearly number of papers that are indexed by PubMed and relevant to
cancer is growing at an exponential speed. Reading these papers and distilling knowledge
from them is beyond the capability of any individual scientific group.

For these reasons, it is imperative to develop systems that can read the free-text scien-
tific literature and distill knowledge from it in an automated fashion. In fact, this is exactly
what relation extraction, an area of research within natural language processing, aims at
solving. Formally, given a piece of text such as a sentence, relation extraction involves
discerning whether a relation exists between two entities in the sentence (often termed sub-
Jject and object, respectively). Successful relation extraction will not only contribute to the
construction of biomedical knowledge bases (Quirk and Poon, 2017), but also serve as the
cornerstone of general applications requiring relational understanding of unstructured text
on a large scale, such as question answering (Yu et al., 2017).

While some simple relations encoded in the input text can be recognized via the writing

of patterns as done in pattern-based relation extraction systems (Auger and Barriere, 2008),
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thus making relation extraction a simple computational problem, relations in real-world text
can be encoded in very diverse forms and therefore difficult to be captured by any specific
group of patterns. This is especially true in the case of biomedical scientific text. For
example, as shown in Table 3.1, the same inhibitor relation between a drug and a protein
mention can be expressed in drastically different forms. This has motivated us to develop
statistical relation extraction models, especially models based on neural networks (Zelenko
et al., 2003; Zeng et al., 2014; Miwa and Bansal, 2016; Zhang et al., 2017), that are able to
learn the patterns of a specific relation from a collection of human-annotated examples.

In addition, it is common for two entity mentions in a biomedical relation to span over
a long context. As shown by the third example in Table 3.1, the drug mention chloroquine
and the protein mention ACE?2 are far apart in the sentence where they co-occur, forming
a long-range relation. Long-range relations like this are extremely common in biomedical
scientific text, and pose significant challenge to relation extraction models that directly
work on the surface word sequence. This has motivated us to study linguistically-motivated
models that instead work on dependency trees, a specific form of syntactic structure of the
input sentences (Nivre et al., 2016, 2020). As we will show later, this helps substantially
reduce the context that a model has to work with, and thus helps the relation extraction
model achieve more robust performance, especially in recognizing long-range relations
commonly seen in biomedical text.

In this chapter, we focus on the problem of identifying relations from biomedical text
and propose a novel neural network-based architecture for this task. We then demonstrate
via experiments that the proposed model not only outperforms existing model types for
biomedical relation extraction, but also generalizes to recognizing relations in general-
domain text and advances the state of the art on relevant benchmark datasets. Our detailed

contributions include:

1) We propose a neural model for relation extraction based on graph convolutional net-
works, which allows it to efficiently pool information over the syntactic structures of

the input sentences;

2) We further present a new path-centric pruning technique to help dependency-based

models maximally remove irrelevant information without damaging crucial content
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to improve their robustness;

3) We conduct experiments on two widely used biomedical relation extraction datasets
that involve recognizing drug-protein and drug-mutation relations, as well as two
general-domain relation extraction datasets that involve newswire and web text, and

show that the proposed model advances the state of the art for relation extraction;

4) We present detailed analysis on the model and the pruning technique, and show that
our model is more robust to long-range relations and have complementary strengths

with sequence models.

This chapter is organized as follows. In Section 3.1, we first discuss the limitations of
existing dependency-based relation extraction models and motivate the development of our
model. Then in Section 3.2 and Section 3.3, we introduce our proposed model architecture
and the proposed tree pruning technique, respectively. Next, in Section 3.4 and Section 3.5,
we present our experiments on two biomedical relation extraction benchmarks and two
general-domain benchmarks, respectively. Lastly, we present some in-depth analysis in

Section 3.6 to understand our model and the contributions of its individual components.

3.1 Relation Extraction with Dependency Trees

One of the most commonly used form of syntactic structure is a dependency parse tree.
For instance, a dependency parse tree representation of the sentence “Chloroquine does not
inhibit infection in the human lung cell Calu-3 with SARS-COV-2” is shown in Figure 3.2.
Each edge in this tree representation marks a typed dependency relationship between a head
word and a dependent word. These head-dependent relations provide an approximation to
the semantic relationship between predicates and their arguments that makes them directly
useful for many downstream applications (Jurafsky and Martin, 2020). As a result, models
making use of dependency parse trees of the input sentences, or dependency-based models,
have proven to be very effective for relation extraction, because they capture long-range
syntactic relations that are obscure from the surface form alone (e.g., when long clauses or

complex scoping are present). For instance, in Figure 3.2, the distance between the entity
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Figure 3.2: Dependency parse tree representation of an example sentence. The dependency
parse tree is produced according to the Universal Dependencies formalism (Nivre et al.,
2016). The tree is rooted at the word inhibit. Each edge in the tree goes from a head word
to a dependent word, representing a grammatical dependency relationship. Moreover, each
edge is typed with a particular dependency label, such as the nsubj label. Note that the
distance between chloroquine and SARS-COV-2 is sharply reduced to 3 in the dependency
representation.

words chloroquine and SARS-COV-2 is sharply reduced from 11 in the original sentence
surface form to 3 in the dependency representation, making the relation extraction task
easier.

Traditional feature-based models for relation extraction are able to represent depen-
dency information by featurizing dependency trees as overlapping paths along the trees
(Culotta and Sorensen, 2004; Kambhatla, 2004). However, these models face the challenge
of sparse feature spaces and are brittle to lexical variations. More recent neural models
address this problem with distributed representations built from their computation graphs
formed along parse trees. One common approach to leverage dependency information is to
perform bottom-up or top-down computation along the parse tree or the subtree below the
lowest common ancestor (LCA) of the entities (Miwa and Bansal, 2016). Another popu-
lar approach, inspired by Bunescu and Mooney (2005b), is to reduce the parse tree to the
shortest dependency path between the entities (Xu et al., 2015b,c).

However, these models suffer from several drawbacks. Neural models operating di-
rectly on parse trees are usually difficult to parallelize and thus computationally inefficient,

because aligning trees for efficient batch training is usually non-trivial. Models based on
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Moreover, we report that chloroquine does not | had an e-mail exchange with Benjamin Cane of
inhibit infection in the TMPRSS2-expressing human Popular Mechanics which showed that he was not a
lung cell Calu-3 with . relative of
inhibit relative
/\» —
Chloroquine not infection he not Cane
—, /
SARS-COV-2 Mike

Figure 3.3: Example sentences along with their dependency trees that encode relations
between two entity mentions. Left: an example drawn from a scientific paper (Hoffmann
et al., 2020); right: an example modified from the TAC KBP challenge corpus (Getman
et al., 2017). For both examples, the subtrees of the original dependency tree between the
subject mention (highlighted in blue) and the object mention (highlighted in orange) are
also shown, where the shortest dependency paths between the mentions are highlighted in
bold. Dependency labels on the tree edges are not shown. Note that in both examples, the
negation (“not”) is off the dependency path.

the shortest dependency path between the subject and object are computationally more ef-
ficient, but this simplifying assumption has major limitations as well. Figure 3.3 shows
real-world examples of both biomedical and general-domain text where crucial informa-
tion (i.e., negation) would be excluded when the model is restricted to only considering the
dependency path between the entity mentions.

Motivated by these observations, we propose a novel extension of the graph convolu-
tional network (Kipf and Welling, 2017; Marcheggiani and Titov, 2017) that is tailored
for encoding and understanding relations expressed in free text. Our model encodes the
dependency structure over the input sentence with efficient graph convolution operations,
then extracts entity-centric representations to make robust relation predictions. We also
apply a novel path-centric pruning technique to remove irrelevant information from the
tree while maximally keeping relevant content, which further improves the performance of

several dependency-based models including ours.
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3.2 Models

In this section, we first describe graph convolutional networks (GCNs) over dependency
tree structures, and then we introduce an architecture that uses GCNs at its core for relation

extraction.

3.2.1 Graph Convolutional Networks over Dependency Trees

The graph convolutional network (Kipf and Welling, 2017) is an adaptation of the con-
volutional neural network (LeCun et al., 1998) for encoding graphs. Given a graph with
n nodes, we can represent the graph structure with an n x n adjacency matrix A where
A;; = 11if there is an edge going from node ¢ to node j. In an L-layer GCN, if we denote
by hgl_l) the input vector and hgl) the output vector of node ¢ at the [-th layer, a graph

convolution operation can be written as

B = o (Y AgWORTTY +b0), (-1
7j=1

where W® is a linear transformation, b(!) a bias term, and & a nonlinear function (e.g.,
ReLU (Nair and Hinton, 2010)). Intuitively, during each graph convolution, each node
gathers and summarizes information from its neighboring nodes in the graph.

We adapt the graph convolution operation to model dependency trees by converting
each tree into its corresponding adjacency matrix A, where A;; = 1 if there is a dependency
edge between tokens ¢ and j. However, naively applying the graph convolution operation
in Equation (3.1) could lead to node representations with drastically different magnitudes,
since the degree of a token varies a lot. This could bias our sentence representation towards
favoring high-degree nodes regardless of the information carried in the node (see details in

1 . ) .
) is never carried over to hg ), since

Section 3.2.2). Furthermore, the information in hgl_
nodes never connect to themselves in a dependency tree.

We resolve these issues by normalizing the activations in the graph convolution before
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Figure 3.4: Overview of a graph convolutional network for relation extraction. The left side
shows the overall model architecture. On the right side, we only show the detailed graph
convolution computation for the words “inhibit” and “SARS-COV-2” for clarity. A full
unlabeled dependency parse of the sentence is also provided at the bottom for reference.

Chloroquine does not inhibit infection with

feeding it through the nonlinearity, and adding self-loops to each node in the graph:

V= (Y AyWORS Y d; + b)), (32)

j=1

where A = A + I with I being the n x n identity matrix, and d; = 2?21 ij is the degree
of token ¢ in the resulting graph.

Stacking this operation over L layers gives us a deep GCN network, where we set
h(10)7 cee A to be input word vectors, and use th), cee hE) as output word representa-
tions. All operations in this network can be efficiently implemented with matrix multipli-
cations, making it ideal for batching computation over examples and running on GPUs. For

example, one layer of information propagation in Equation (3.2) can be implemented as:
h" = o(WOhA+T)D! +b0 ® 1,,), (3.3)

where I is the n x n identity matrix, D is the diagonal matrix where D;; = d; + 1, V1,
and 1,, represents the n-dimensional vector with all ones. Moreover, the propagation of
information between tokens occurs in parallel, and the runtime does not depend on the

depth of the dependency tree.
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Note that the GCN model presented above uses the same parameters for all edges in the
dependency graph. We also experimented with: (1) using different transformation matrices
W for top-down, bottom-up, and self-loop edges; and (2) adding dependency relation-
specific parameters for edge-wise gating, similar to (Marcheggiani and Titov, 2017). We
found that modeling directions does not lead to improvement,” and adding edge-wise gat-
ing further hurts performance. We hypothesize that this is because the presented GCN
model is usually already able to capture dependency edge patterns that are informative for
classifying relations, and modeling edge directions and types does not offer additional dis-
criminative power to the network before it leads to overfitting. For example, the relations
entailed by “A’s son, B” and “B’s son, A” can be readily distinguished with “’s” attached to

different entities, even when edge directionality is not considered.

3.2.2 Encoding Relations with GCN

We now formally define the task of relation extraction. Let X = [zy,...,x,] denote a
sentence, where z; is the i™ token. A subject entity and an object entity are identified and
correspond to two spans in the sentence: X; = [zg,,...,%s,] and X, = [z,, ..., To,]-
Given &, X;, and X, the goal of relation extraction is to predict a relation r € R (a
predefined relation set) that holds between the entities or “no relation” otherwise.

After applying an L-layer GCN over word vectors, we obtain hidden representations of
each token that are directly influenced by its neighbors no more than L edges apart in the
dependency tree. To make use of these word representations for relation extraction, we first

obtain a sentence representation as follows (see also Figure 3.4 left):
hgent = f(h(L)) = f(GCN(h(O)))a (3.4

where h") denotes the collective hidden representations at layer [ of the GCN, and f :
R>" — R? is a max pooling function that maps from n output vectors to the sentence
vector by keeping the maximum value for each dimension in the output vectors.

We also observe that information close to entity tokens in the dependency tree is often

central to relation classification. Therefore, we also obtain a subject representation hg from

*We therefore treat the dependency graph as undirected, i.e. Vi, j, A;; = Aji.
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h%) as follows

he = f(b{,), (3.5)

S1:89

as well as an object representation h, similarly.

Inspired by recent work on relational learning between entities (Santoro et al., 2017;
Lee et al., 2017), we obtain the final representation used for classification by concatenating
the sentence and the entity representations, and feeding them through a feed-forward neural
network (FFNN):

hﬁnal - FFNN([hsent; h57 ho]) . (36)

This hgn, representation is then fed into a linear layer followed by a softmax operation to
obtain a probability distribution over relations.

The max pooling function in Equation (3.4) collects representations from all tree nodes
as features for the classifier. In our experiments we found that the output vector /., tends
to have large magnitude, and therefore adding the following regularization term to the cross

entropy loss of each example improves the results:
greg =\ ||hsent”2- (37)

Here, /., functions as an [, regularization on the learned sentence representations. A con-
trols the regularization strength and we set A = 0.003. We empirically found this to be

more effective than applying /» regularization on the convolutional weights.

3.2.3 Contextualized GCN

The network architecture introduced so far learns effective representations for relation ex-
traction, but it also leaves a few issues inadequately addressed. First, the input word vectors
do not contain contextual information about word order or disambiguation. Second, the
GCN highly depends on a correct parse tree to extract crucial information from the sen-

tence (especially when pruning is performed), while existing parsing algorithms produce
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imperfect trees in many cases.

To resolve these issues, we further apply a Contextualized GCN (C-GCN) model, where
the input word vectors are first fed into a bi-directional long short-term memory (LSTM)
network to generate contextualized representations, which are then used as h¥) in the orig-
inal model. This BiLSTM contextualization layer is trained jointly with the rest of the
network. We show empirically in Section 3.5 that this augmentation substantially improves
the performance over the original model.

We note that this relation extraction model is conceptually similar to graph kernel-
based models (Zelenko et al., 2003), in that it aims to utilize local dependency tree patterns
to inform relation classification. Our model also incorporates crucial off-path informa-
tion, which greatly improves its robustness compared to shortest dependency path-based
approaches. Compared to tree-structured models (e.g., Tree-LSTM (Tai et al., 2015)), it
not only is able to capture more global information through the use of pooling functions,
but also achieves substantial speedup by not requiring recursive operations that are difficult
to parallelize. For example, we observe that on a Titan Xp GPU, training a Tree-LSTM
model over a minibatch of 50 examples takes 6.54 seconds on average, while training the
original GCN model takes only 0.07 seconds, and the C-GCN model 0.08 seconds.

3.3 Incorporating Off-path Information with Path-centric

Pruning

Dependency trees provide rich structures that one can exploit in relation extraction, but
most of the information pertinent to relations is usually contained within the subtree rooted
at the lowest common ancestor (LCA) of the two entities. Previous studies (Xu et al.,
2015c; Miwa and Bansal, 2016) have shown that removing tokens outside this scope helps
relation extraction by eliminating irrelevant information from the sentence. It is therefore
desirable to combine our GCN models with tree pruning strategies to further improve per-
formance. However, pruning too aggressively (e.g., keeping only the dependency path)

could lead to loss of crucial information and conversely hurt robustness. For instance, the
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Figure 3.5: An example dependency tree pruned with the proposed path-centric pruning
technique. The dependency structure shown was derived from the sentence “Moreover,
we report that chloroquine does not inhibit infection in the TMPRSS2-expressing human
lung cell Calu-3 with SARS-CoV-2". The dependency path between the two mentions is
highlighted with green edges, and the tree structure kept after pruning with X' = 1 is
shown in the green box. Note that the critical negation word “not” is kept after the pruning.

negation in Figure 3.3 is neglected when a model is restricted to only looking at the depen-
dency path between the entities. Similarly, in the sentence “She was diagnosed with cancer
last year, and succumbed this June”, the dependency path She<—diagnosed—cancer is not
sufficient to establish that cancer is the cause of death for the subject unless the conjunction
dependency to succumbed is also present.

Motivated by these observations, we propose path-centric pruning, a novel technique
to incorporate information off the dependency path. This is achieved by including tokens
that are up to distance /K away from the dependency path in the LCA subtree. K = 0,
corresponds to pruning the tree down to the path, ' = 1 keeps all nodes that are directly
attached to the path (see Figure 3.5), and K = oo retains the entire LCA subtree. We com-
bine this pruning strategy with our GCN model, by directly feeding the pruned trees into
the graph convolutional layers.> We show that pruning with K = 1 achieves the best bal-
ance between including relevant information (e.g., negation and conjunction) and keeping
irrelevant content out of the resulting pruned tree as much as possible. We also empirically

show that X' = 1 works uniformly better than other pruning strategies in Section 3.6.1.

3For our C-GCN model, the LSTM layer still operates on the full sentence regardless of the pruning.
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We note that a technique similar to path-centric pruning has been applied to reduce
the space of possible arguments in semantic role labeling (He et al., 2018). The authors
showed pruning words too far away from the path between the predicate and the root to
be beneficial, but reported the best pruning distance to be 10, which almost always retains
the entire tree. Our method differs in that it is applied to the shortest dependency path
between entities, and we show that in our technique the best pruning distance is 1 for

several dependency-based relation extraction models.

3.4 Experiments: Understanding Biomedical Relations

In this section, we first evaluate the performance of our proposed model on the task of
understanding biomedical relations found in biomedical literature text. We then study the
generalizability of our proposed model architecture on recognizing general-domain rela-

tions found in web and newswire text in the next section.

3.4.1 Experimental Setup

To evaluate the effectiveness of our proposed model on the task of understanding biomedi-

cal relations, we conduct separate experiments on two biomedical relation extraction datasets:

e ChemProt (Krallinger et al., 2017): First introduced in the BioCreative VI shared
tasks, the ChemProt dataset aims at evaluating automatic systems that are able to au-
tomatically detect relations between chemical compounds/drug and genes/proteins
from free text such as PubMed abstracts. It includes 10,060 sentences sampled from
PubMed abstracts, each with manual annotations of chemical compound mentions,
gene/protein mentions, and one of 13 types of chemical-protein relations. Exam-
ples of such relations include the inhibitor relation, which indicates that a particular
chemical compound inhibits the expression of a particular protein/gene, or the in-
direct_upregulator relation, which indicates that a particular compound indirectly
up-regulates the expression of a protein/gene. This dataset has been widely used as a
testbed of biomedical relation extraction systems, and we report the micro-averaged

F; scores as is conventional.
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e Drug-Mutation (Peng et al., 2017): The Drug-Mutation dataset was originally cre-
ated for evaluating automatic systems for the task of extracting binary and ternary
relations held between drug, gene and mutation mentions. A drug-gene-mutation
interaction is broadly defined as an association between the drug efficacy and the
mutation in the given gene, and this relational knowledge is often of clinical impor-
tance to molecular tumor boards for cancer treatment. The dataset was constructed
by sampling sentences from biomedical literature in the PubMed Central database®
and annotating them with distant supervision. For our experiments, we focus on the
binary task of recognizing drug-mutation relations from text, which includes 3,192
positive examples and an equal number of negative examples. Due to the relatively
small dataset size, we follow Peng et al. (2017) and report the average test accuracy

over five-fold cross validation.

For experiments on both datasets, we follow Zhang et al. (2017) and employ an “entity
mask” strategy where we replace each subject entity with a special SUBJ-<NER> token,
and each object entity with a special OBJ-<NER> token. For instance, the example sen-
tence “[Cyanopindolol] cpemicai, an antagonist of the [serotonin terminal autoreceptor | proeins
also prolonged the clearance of 5-HT from the CA3 region” is converted to “SUBJ-Chemical,
an antagonist of the OBJ-Protein OBJ-Protein OBJ-Protein, also prolonged the clear-
ance...” in preprocessing. This not only provides our model with the entity position in-
formation, but also prevents the model from overfitting to the actual entity mentions during

training.

3.4.2 Baseline Models

We compare our models with several competitive dependency-based models and neural

sequence models.

Dependency-based models. In our biomedical relation extraction experiments, we com-
pare with three types of dependency-based models widely adopted in previous work. (1)
Shortest Dependency Path LSTM (SDP-LSTM) (Xu et al., 2015c), which applies a neural

4http://www.ncbi.nlm.nih.gov/pmc/
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sequence model on the shortest path between the subject and object entities in the depen-
dency tree. (2) Tree-LSTM (Tai et al., 2015), which is a recursive model that generalizes
the LSTM to arbitrary tree structures. We investigate the child-sum variant of Tree-LSTM,
and apply it to the dependency tree (or part of it). In practice, we find that modifying this
model by concatenating dependency label embeddings to the input of forget gates improves
its performance on relation extraction, and therefore use this variant in our experiments. (3)
Graph-LSTM (Peng et al., 2017), which modifies the original LSTM reccurence by using
additional nodes connected by dependency edges as input. This model was first proposed
for the task of n-ary relation extraction task. We compare to this model in our experiments

on the Drug-Mutation dataset.

Neural sequence model. We presented in previous work (Zhang et al., 2017) a com-
petitive sequence model that processes the input sentence with an LSTM, and applies an
attention mechanism on top of it to select hidden states more relevant to the prediction. The
attention mechanism is position-aware, in that it encodes the relative position of each token
in the sentence with respect to the subject and the object with position embeddings. We
showed that for the task of relation extraction it outperforms several CNN and dependency-
based models by a substantial margin. We refer to this model as position-aware LSTM

(PA-LSTM), and compare our proposed model with this strong baseline.

3.4.3 Results

We present our main results on the ChemProt dataset in Table 3.2. We first observe that that
shorted dependency path-based model (SDP-LSTM) and the Tree-LSTM model achieve
comparable scores on this dataset, with the Tree-LSTM model slightly more effective than
the SDP-LSTM model. On the other hand, the strong sequence-based PA-LSTM model
outperforms both dependency-based baselines notably, by a margin of up to 6.7 Fy, despite
no linguistic information being used by this model. Overall, we find that our proposed
C-GCN model achieves the best performance, outperforming the best dependency-based
baseline by notable 7.9 F; points and the PA-LSTM model by 3.6 F; points. This suggests
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System Test Fy

SDP-LSTM (Xu et al., 2015¢)  67.3
Tree-LSTM (Tai et al., 2015) 69.7
PA-LSTM (Zhang et al., 2017)  74.0*

GCN (Ours) 73.1"
C-GCN (Ours) 77.6"

Table 3.2: Micro-averaged test F; scores on the ChemProt dataset. All results are obtained
under the same setup by using the model’s open implementation. * marks statistically
significant improvements over the SDP-LSTM model with p < .05 under a bootstrap test.

System Test Accuracy
SDP-LSTM1 (Xu et al., 2015c) 70.2
Tree-LSTM{ (Tai et al., 2015) 75.9
Graph-LSTM7 (Peng et al., 2017) 75.6
C-GCN (Ours) 84.2

Table 3.3: Average test accuracy scores over five-fold cross validation on the Drug-
Mutation dataset. 1 marks results reported in the original paper, and I marks results ob-
tained by using the open implementations.

not only that our proposed GCN architecture improves the model’s ability of utilizing lin-
guistic structure, but also that the additional use of linguistic information has improved the
model’s ability at discerning relations expressed in the input text.

We further present the results on the Drug-Mutation dataset in Table 3.3. We confirm
the effectiveness of our proposed C-GCN model, and find that it achieves much higher
performance than other baseline models under this cross validation setup, outperforming
the best baseline model (Tree-LSTM) by 8.3 F;.
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3.5 Experiments: Understanding General-domain Rela-

tions

In this section, we generalize our evaluation in Section 3.4, and study the effectiveness of
our proposed models on recognizing general-domain relations found in web and newswire

text.

3.5.1 Experimental Setup

We conduct experiments on two general-domain relation extraction datasets:

e TACRED (Zhang et al., 2017): TACRED aims at evaluating the performance of au-
tomated systems at understanding relational facts present in newswire and web data.
It was created by sampling over 106k mention pairs drawn from the newswire and
discussion forum text offered by the yearly TAC KBP’ challenge. Mentions in TAC-
RED are divided into subject and object mentions, with subject mentions categorized
into either person or organization types, and object mentions categorized into 16
fine-grained types (e.g., date, location). The mention pairs (as well as the sentences
containing them) are then crowd-annotated with one of 41 relation types and a spe-
cial no_relation class when the mention pair does not have a relation between them
within these categories. Example relation types in TACRED include the per:title re-
lation, which connects a person mention with its corresponding job title mention, or
the org:founded_by relation, which connects an organization mention with its found-
ing person mention. For this dataset, we report micro-averaged precision, recall and

F; scores as is conventional.

e SemEval 2010 Task 8 (Hendrickx et al., 2009): The SemEval dataset is widely used
in previous work for evaluating systems’ performance at understanding relations in
web text, but is significantly smaller with 8,000 examples for training and 2,717
for testing. Sentences in the SemEval dataset are collected via pattern-based Web

search and annotated by a group of expert annotators. Unlike TACRED, it contains

Shttps://tac.nist.gov/2017/KBP/index.html
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19 relation classes over untyped mention pairs: 9 directed relations and a special
Other class. Examples of the directed relations include the Cause-Effect relation,
which suggests that an event or object leads to an effect indicated by another ob-
ject, or the Component-Whole relation, indicating that an object is a component of a
larger whole. For SemEval, we follow the convention and report the official macro-

averaged F; scores.

For fair comparisons on the TACRED dataset, we follow the same evaluation protocol
used in (Zhang et al., 2017) by selecting the model with the median dev F; from 5 inde-
pendent runs and reporting its test F;. We also use the same “entity mask™ strategy as we
did in Section 3.4. For all models, we also adopt the “multi-channel” strategy as in (Zhang
etal., 2017) by concatenating the input word embeddings with POS and NER embeddings.

Traditionally, evaluation on SemEval is conducted without entity mentions masked.
However, as we will discuss in Section 3.6.5, we found this method to encourage models
to overfit to these mentions and therefore fail to test their actual ability to generalize. We
therefore report results on the SemEval dataset with two separate evaluation protocols: (1)
with-mention, where mentions are kept for comparison with previous work; and (2) mask-
mention, where they are masked to test the generalization of our model in a more realistic

setting.

3.5.2 Baseline Models

We again compare our models with several competitive dependency-based and neural se-

quence models.

Dependency-based models. Similarly, we use the SDP-LSTM (Xu et al., 2015¢) and
Tree-LSTM (Tai et al., 2015) as our baseline dependency-based models. Additionally, we
compare against a logistic regression (LR) classifier which combines dependency-based
features with hand-tuned features, including dependency path-based features, lemmatized
n-gram features and NER/POS tag features, as this model was shown to achieve competitive
performance on the TACRED dataset (Zhang et al., 2017), despite its simplicity in model

architecture.
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System P R F,

LR' (Zhang+2017) 735 499 594
SDP-LSTM' (Xu+2015¢) 66.3 52.7 587
Tree-LSTM? (Tai+2015)  66.0 59.2 62.4
PA-LSTM' (Zhang+2017) 65.7 64.5 65.1

GCN 69.8 59.0 64.0
C-GCN 69.9 633 664"
C-GCN + PA-LSTM 713 65.4 68.2"

Table 3.4: Micro-averaged test precision, recall and F; scores on the TACRED dataset.
Underscore marks highest number among single models; bold marks highest among all. }
marks results reported in (Zhang et al., 2017); 1 marks results produced with our imple-
mentation. * marks statistically significant improvements over PA-LSTM with p < .01
under a bootstrap test.

Neural sequence model. As in Section 3.4, we again compare against the PA-LSTM
model as it was shown to achieve state-of-the-art performance on the TACRED dataset
(Zhang et al., 2017).

3.5.3 Results

We present our main results on the TACRED test set in Table 3.4. We first observe that,
similar to the biomedical relation extraction experiments in Section 3.4, our GCN model
again outperforms all dependency-based models by at least 1.6 F;. By using contextualized
word representations, the C-GCN model further outperforms the strong PA-LSTM model
by 1.3 F;. In addition, we find our model improves upon other dependency-based models in
both precision and recall. Comparing the C-GCN model with the GCN model, we find that
the gain mainly comes from improved recall. We hypothesize that this is because the C-
GCN is more robust to parse errors by capturing local word patterns (see also Section 3.6.3).

As we will show in Section 3.6.3, we find that our GCN models have complementary
strengths for recognizing relations when compared to the PA-LSTM. To leverage this result,
we further experiment with a simple interpolation strategy to combine these models. Given

the output probabilities P (r|x) from a GCN model and Ps(r|z) from the sequence model
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System with-m  mask-m
SVMT (Rink+2010) 82.2 -
SDP-LSTM' (Xu+2015¢c)  83.7 -
SPTree’ (Miwa+2016) 84.4 -
PA-LSTM* (Zhang+2017)  82.7 75.3
Our Model (C-GCN) 84.8" 76.5*

Table 3.5: Macro-averaged F; scores on the SemEval dataset. { marks results reported
in the original papers; I marks results produced by using the open implementation. The
last two columns show results from with-mention evaluation and mask-mention evaluation,
respectively. x marks statistically significant improvements over PA-LSTM with p < .05
under a bootstrap test.

for any relation r, we calculate the interpolated probability as
P(rlz) = a- Pg(r|z) + (1 — «) - Ps(r|z)

where o € [0, 1] is chosen on the dev set and set to 0.6. This simple interpolation between
a C-GCN and a PA-LSTM model achieves an F; score of 68.2, outperforming each model
alone by at least 1.8 F;.

We present additional results on the SemEval test set in Table 3.5. We find that under
the conventional with-entity evaluation, our C-GCN model again outperforms all existing
dependency-based neural models on this separate dataset, confirming its effectiveness on
understanding general-domain relations. Notably, by properly incorporating off-path infor-
mation, our model outperforms the previous shortest dependency path-based model (SDP-
LSTM). Under the mask-entity evaluation, our C-GCN model also outperforms PA-LSTM

by a substantial margin, suggesting its generalizability even when entities are not seen.

3.6 Analysis & Discussion

In this section, we analyze our proposed model architecture by running additional exper-
iments on both the biomedical and general-domain datasets. Our experiments aim at an-

swering three main questions. First, how does individual component in the proposed model
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Pruning Strategy ChemProt F; TACRED F,

K=0 76.2 67.0
K=1 77.6 67.6
K=2 76.1 67.3
K= 759 67.2
Full Tree 74.1 66.8

Table 3.6: Performance of the C-GCN model under different pruning strategies. We report
F; scores on the dev set of the ChemProt dataset and the TACRED dataset. K represents
the pruning distance variable; K = oo indicates a pruning strategy where we keep the
entire subtree rooted at the LCA of the two entities; “Full tree” indicates that no pruning is
used.

contribute to its effectiveness? Second, does the linguistically-motivated architecture pro-
vide our model with complementary strength over sequence-based models? And lastly,

how can we interpret predictions from our proposed model?

3.6.1 Effect of Path-centric Pruning

To understand the effectiveness of the introduced path-centric pruning technique, we com-
pare the performance of the C-GCN model on the ChemProt biomedical relation extraction
dataset and the TACRED general-domain relation extraction dataset, when the pruning dis-
tance K is varied. We experiment with K € {0, 1,2,00} and a setting where the full
tree is used as input, and present the results in Table 3.6. For both tasks, we find that the
performance of the C-GCN model peaks when K = 1, outperforming their respective de-
pendency path-based counterpart (KX = 0). This confirms our hypothesis in Section 3.3
that incorporating off-path information is crucial to relation extraction. We further find that
for both tasks the C-GCN model becomes less effective when the entire dependency tree is
present, indicating that including extra information can hurt the performance.

To study how these findings generalize to other dependency-based model architectures,
we run additional experiments with varying pruning distance K for the Tree-LSTM model
on the TACRED dataset. We find that the Tree-LSTM model achieves dev F;scores of 64.1,
64.7, 64.5 and 64.1 with K = 0, 1,2, oo, respectively. Miwa and Bansal (2016) reported
that a Tree-LSTM achieves similar performance when the dependency path and the LCA
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Model Dev F,

Best C-GCN 67.4
— hs, he, and Feedforward (FF) 66.4
— LSTM Layer 65.5
— Dependency tree structure 64.2
— FF, LSTM, and Tree 57.1

— FF, LSTM, Tree, and Pruning  47.4

Table 3.7: An ablation study of the best C-GCN model. Scores are reported on the dev set
of the TACRED dataset and are median results from 5 independently trained models.

subtree are used. Our experiments confirm their finding, and further show that the result

can be improved by path-centric pruning with K = 1.

3.6.2 Ablation Study

To study the contribution of each component in the C-GCN model, we ran an ablation
study on the TACRED dev set, and present the results in Table 3.7. We find that: (1) The
entity representations and feedforward layers contribute 1.0 F;. (2) When we remove the
dependency structure from the model (i.e., setting A to I), the score drops by a notable
3.2 F;. (3) F; drops markedly by 10.3 when we remove the feedforward layers, the LSTM
component and the dependency structure altogether. (4) Removing the pruning (i.e., using

full trees as input) further hurts the result by another 9.7 F;.

3.6.3 Complementary Strengths of GCNs and PA-LSTMs

To understand what the GCN models are capturing and how they differ from a sequence
model such as the PA-LSTM, we compared their performance over examples in the TAC-
RED dev set. Specifically, for each model, we trained it for 5 independent runs with differ-
ent seeds, and for each example we evaluated the model’s accuracy over these 5 runs. For
instance, if a model correctly classifies an example for 3 out of 5 times, it achieves an ac-
curacy of 60% on this example. We observe that on 847 (3.7%) dev examples, our C-GCN
model achieves an accuracy at least 60% higher than that of the PA-LSTM, while on 629
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Figure 3.6: Relation extraction performance with regard to distance between the entities
in the sentence for C-GCN, GCN and PA-LSTM. We report results on the dev set of the
TACRED dataset. Error bars indicate standard deviation of the mean estimate over results
from 5 independently trained models.

(2.8%) examples the PA-LSTM achieves 60% higher. This complementary performance
explains the gain we see in Table 3.4 when the two models are combined.

We further show that this difference is due to each model’s competitive advantage (see
Figure 3.6): dependency-based models are better at handling sentences with entities farther
apart, while sequence models can better leverage local word patterns regardless of parsing

quality.

3.6.4 Understanding Model Behavior

To gain more insights into the C-GCN model’s behavior, we visualized the partial depen-
dency tree it is processing and how much each token’s final representation contributed to
hsent (Figure 3.7). We find that the model often focuses on the dependency path, but some-
times also incorporates off-path information to help reinforce its prediction. The model
also learns to ignore determiners (e.g., “the”) as they rarely affect relation prediction.

To further understand what dependency edges contribute most to the classification of
different relations, we scored each dependency edge by summing up the number of dimen-
sions each of its connected nodes contributed to hg,. We present the top scoring edges in

Table 3.8. As can be seen in the table, most of these edges are associated with indicative
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Relation: antagonist

Cyanopindolol, an antagonist of the
,also prolonged the
clearance of 5-HT from the CA3 region.

Relation: per:cause_of_death

"It is with great sorrow that we note the passing
of Merce Cunningham, who died peacefully in his
home last night of ", the
Cunningham Dance Foundation and the Merce

Cunningham Dance Company said in a statement.

Cyanopindolol
antagonist Cunningham
-— — v T,
an autoreceptor of Merce die
terminal of the who peacefully home causes
serotonin of natural

Figure 3.7: Examples and the pruned dependency trees where the C-GCN predicted cor-
rectly. The left example is drawn from the ChemProt dataset, while the right example is
drawn from the TACRED dataset. In both examples, words are shaded by the number of
dimensions they contributed to h in the pooling operation, with punctuation omitted. In
the left example, the word “antagonist” contributed the most to the prediction, while in the
right example, “die” and “of” are the top contributors to the prediction.

nouns or verbs of each relation.’

3.6.5 Entity Bias in the SemEval Dataset

In our study, we observed a high correlation between the entity mentions in a sentence
and its relation label in the SemEval general-domain relation extraction dataset. To further
understand this phenomenon, we ran further experiments with the PA-LSTM model (Zhang
et al., 2017) on this dataset.” We started by simplifying every sentence in the SemEval
training and dev sets to “subject and object”’, where subject and object are the actual entities
in the sentence. Surprisingly, a trained PA-LSTM model on this data is able to achieve 65.1
F; on the dev set if GloVe is used to initialize word vectors, and 47.9 dev F; even without
GloVe initialization. This is significantly higher than the F; score of 4.9 generated by

random guess, suggesting that substantial biases encoded in the entities are utilized by the

%We do notice the effect of dataset bias as well: the name “Buffett” is too often associated with contexts
where shareholder relations hold, and therefore ranks top in that relation.

"We choose the PA-LSTM model because it is more amenable to our experiments with simplified exam-
ples.
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Relation Dependency Tree Edges

per:children S—PER < son son — O-PER S—PER < survived
per:other_family S—PER < stepson niece - O-PER O-PER < stepdaughter
per:employee_of a < member S—PER < worked S—PER <« played
per:schools_attended S—PER ¢ graduated S—PER ¢ earned S—PER ¢ attended
org:founded founded — O-DATE established — O-DATE was <— founded
org:number_of_employees S—ORG < has S—ORG — employs O-NUMBER < employees
org:subsidiaries S—ORG < 0-ORG S—ORG —’s 0O-ORG — division
org:shareholders buffett - O-PER shareholder — S—ORG largest < shareholder

Table 3.8: The three dependency edges that contribute the most to the classification of
different relations in the TACRED dev set. Edge contribution is the sum of pooling dimen-
sions contributed by tokens on either end of the edge, calculated over the entire dev set. For
clarity, we removed edges which 1) connect to common punctuation (i.e., commas, periods,
and quotation marks), 2) connect to common prepositions (i.e., of, to, by), and 3) connect
between tokens within the same entity. We use PER, ORG for entity types of PERSON,
ORGANIZATION. We use S— and O- to denote subject and object entities, respectively.

models. To further evaluate the model in a more realistic setting, we trained one model
with the original SemEval training set (unmasked) and one with mentions masked in the
training set, following our standard preprocessing procedures with other datasets (masked).
While the unmasked model achieves a 83.6 F; on the original SemEval dev set, F; drops
drastically to 62.4 if we replace dev set entity mentions with a special <UNK> token to
simulate the presence of unseen entities. In contrast, the masked model is unaffected by
unseen entity mentions and achieves a stable dev F; of 74.7. This suggests that models
trained without entities masked generalize poorly to new examples with unseen entities.
Our findings call for more careful evaluation that takes dataset biases into account in future

relation extraction studies.

3.7 Summary & Future Directions

In this chapter, we have presented a novel neural architecture for relation extraction based
on a graph convolutional network that can efficiently pool information from the depen-

dency tree of the input sentence. We also presented a path-centric pruning technique that
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improves the robustness of dependency-based models by removing irrelevant content with-
out ignoring crucial information.

We have shown via experiments on a widely used chemical-protein and a drug-mutation
relation extraction dataset, that our proposed model substantially outperforms existing
model types, including sequence-based models and dependency-based models, for the task
of biomedical relation extraction. We further demonstrated via experiments on two general-
domain relation extraction dataset that our model is effective for the general relation ex-
traction task, and advances the state of the art on these datasets. We also showed through
detailed analysis that our model has complementary strengths to sequence models, and
that the proposed pruning technique can be effectively applied to other dependency-based
models.

There are several promising directions that our method can be further extended:

e The integration of large pretrained language models. Since the original publica-
tion of our study, neural language models (LMs) pretrained on large unsupervised
corpora have advanced the state of the art of various NLP benchmark tasks, and
become a common building block for NLP models. Early examples of these LMs
include ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019). Since then, vari-
ous studies have demonstrated the benefits of using LMs for relation extraction (Alt
et al., 2019; Peters et al., 2019; Joshi et al., 2020). Furthermore, Lee et al. (2019);
Peng et al. (2019); Gu et al. (2020) have applied large LMs to the task of biomedical
relation extraction and shown state-of-the-art results on several benchmark datasets.
Despite these advances, it remains an open research question how to best leverage

pretrained LMs for the task of relation extraction.

e Unsupervised methods for learning relation encoders. While our method has
demonstrated progress over existing methods on the aggregated relation extraction
results over many relation types, we notice that some common relation types (such
as the antagonist relation or the per:title relation) have seen better performance than
other relations where supervised data tends to be sparse and harder to collect. More
generally speaking, the difficulty of collecting data for relation types in the long tail

has substantially limited the performance of supervised models (Zhang et al., 2017)
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and has been a long-lasting challenge. It is therefore important to study methods
that combine unsupervised learning with state-of-the-art neural architectures for the
relation extraction task. Baldini Soares et al. (2019) have pioneered this direction
by exploring contrastive methods for learning relation encoders based on the trans-

former architecture.

e Combining pretraining with linguistic structures. We have shown in our study
that by exploiting the syntactic structure of a sentence, our model can achieve bet-
ter performance on longer range relations. While existing studies with pretrained
LMs have largely relied on an end-to-end transformer architecture with self-attention
heads, it remains an interesting direction to study whether these pretrained models
can still benefit from the integration of syntactic structures. Some studies have pi-
oneered this direction since the publication of our work: Sachan et al. (2020) have
explored the integration of syntactic attention heads in pretrained transformers for
relation extraction; Xu et al. (2020) have shown that more benefits can be obtained

from syntactic structures if the structures are used in the pretraining process.

¢ Exploiting and combining with state-of-the-art question answering systems. End-
to-end neural question answering (QA) systems (also referred to as reading compre-
hension systems) have demonstrated outstanding results in recent years and provide
alternative means for obtaining knowledge from unstructured text (Chen et al., 2017,
Devlin et al., 2019). It remains an open question how we can better combine the
power of these QA systems with traditional relation extraction and KB systems to
improve knowledge acquisition from biomedical text. On the one hand, it is possible
to convert the relation extraction problem into a QA problem (Levy et al., 2017) and
exploit the power of existing end-to-end QA systems for extracting relational knowl-
edge. On the other hand, can we combine the flexibility of a QA system with the
reasoning capability and interpretability of relation extraction and KB systems for

more robust information acquisition?

While understanding biomedical scientific text is a highly important task in medicine

that helps advance our knowledge, scientific text is not the only form of text in medicine. In
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the next two chapters, we will shift our focus to the understanding of a different text genre
in medicine, namely clinical report text, which is commonly used by healthcare providers to
document the diagnosis and treatment of diseases, as well as healthcare outcomes. We will
also identify a unique opportunity which natural language understanding offers in helping

with the generation of this important form of text in medicine.



Chapter 4

Summarizing Medical Reports as Text

Generation

In the previous chapter, we focused on the understanding of biomedical scientific text, and
presented a neural network-based model that identifies the crucial relations between core
entities such as proteins and drugs. While biomedical scientific text is a crucial medium that
stores and communicates medical knowledge, an equally important type of text in medicine
is the clinical report, one element of the textual content in the medical record (Spooner
and Pesaturo, 2013), which medical practitioners use to document or communicate the
conditions of a patient or the findings of a clinical exam.

Clinical reports come in various forms depending on their purpose or the type of exam
that they aim to document. In addition, reports can have varying degrees of structure. For
example, some clinical reports, such as a blood test report, or a pathology report, may have
embedded tables filled with numerical values or clinical status, making them structured or
semi-structured. Meanwhile, a radiology report, a common type of clinical report used to
document and communicate crucial findings in a medical imaging study (such as an X-ray
or CT exam), is largely unstructured and encodes information in a free-text format (Kahn Jr
et al., 2009).

Figure 4.1 presents an example chest radiographic image along with its corresponding
radiology report. As shown in the figure, a standard radiology report usually consists of

several sections that are written with free text: 1) a Background section, which describes
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Background:
Comparison: None. Indication: Preprocedure evaluation prior to bone
marrow transplant.

Findings:

The lungs appear clear.The heart and pulmonary XXXX appear
normal.There is severe kyphotic deformity of the chest involving prior
fractures of thoracic vertebral bodies and the sternum.There are
multiple XXXX fractures identified involving upper thoracic vertebral
bodies and a single upper lumbar vertebral body.The patient is status
post vertebroplasty at multiple levels. The pleural spaces appear clear.
There is right-sided chest XXXX, the distal tip in the upper right
atrium. Mediastinal contours appear normal.

Impression:
No evidence of acute cardiopulmonary disease. Changes of acute
kyphotic deformity and of the thorax as described above.

Figure 4.1: An example chest radiographic image and the corresponding radiology report.
Both the image and the report is drawn from the Indiana University Chest X-ray Dataset
(Demner-Fushman et al., 2016). XXXX represents words that are de-identified and removed
from the original clinical report.

the exam and patient information, such as the purpose of the exam or the patient’s illness
history, etc.; 2) a Findings section, which describes the imaging features and clinical obser-
vations of various anatomies or body parts in detail; and 3) an Impression section, which
is a summary of the overall clinical findings and conclusions, along with possible recom-
mendations (Kahn Jr et al., 2009). In a typical radiology workflow, a radiologist first drafts
the detailed findings into the report, and then summarizes the salient findings into the more
concise Impression section based also on the condition of the patient. The radiology report
is then delivered to the referring physician or the patient to communicate the results.

The Impression is the most significant part of a radiology report. This is not only
because that it summarizes the radiology findings with the most concise language (see
Figure 4.1), but also because previous studies have shown that over 50% of referring physi-
cians read only the impression statements in a report (Lafortune et al., 1988; Bosmans et al.,
2011). This has made it especially important to compose the Impression section in a clear,
concise and accurate fashion.

Despite its importance, the generation of the impression statement is often error-prone

in clinical practice. For example, crucial findings may be forgotten by the radiologist and
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Background: history: swelling; pain. technique: 3 views of the left ankle were
acquired. comparison: no prior study available.

Findings: there is normal mineralization and alignment. no fracture or osseous
lesion is identified. the ankle mortise and hindfoot joint spaces are maintained.
there is no joint effusion. the soft tissues are normal.

Human Impression:
normal left ankle radiographs.

Extractive Baseline:
there is no joint effusion.

Pointer-Generator:
normal right ankle.

Our model:
normal radiographs of the left ankle.

Figure 4.2: An example radiology report with impression statements from a human and dif-
ferent systems. The report body contains study background information in a Background
Section, and radiology findings in a Findings Section. The human-written summary (or
impression) and predicted summaries from different models are also shown. The extractive
summarization baseline system does not summarize well, the baseline pointer-generator
model generates a spurious sequence, while our model gives a correct summary by incor-
porating the background information.

therefore be omitted from the impression statements, which would cause significant mis-
communications (Gershanik et al., 2011) and medical errors. Additionally, the process of
writing the impression statements is time-consuming and highly repetitive with the dicta-
tion of the Findings section. Saving the radiologists from this repetitive work means that
they can focus their attention on the interpretation of the images and the diagnosis of dis-
eases, the most critical part of their work. These suggest a crucial need to develop systems
that automate the radiology impression generation process.

For these reasons, in this chapter, we study the automated generation of radiology im-

pressions from textual findings descriptions with natural language generation techniques.
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In particular, we argue that this task could be viewed as a fext summarization problem,
where the source text sequence is the radiology findings and the target text sequence the
impression statements. We collect a dataset of radiology reports from actual hospital ra-
diographic studies, and find that this task involves both extractive summarization where
some descriptions of radiology observations can be taken directly from the findings, and
abstractive summarization where new words and phrases, such as conclusions of the study,
need to be generated from scratch.

We empirically evaluate existing popular summarization systems on this task, includ-
ing both extractive and abstractive systems (Gambbhir and Gupta, 2017), especially systems
that are based on neural sequence-to-sequence learning (Sutskever et al., 2014). We find
that, while existing neural models such as the pointer-generator network (See et al., 2017)
can generate plausible summaries, they sometimes fail to model the study background in-
formation and thus generate spurious results, as shown by the example in Figure 4.2. To
address this problem, we propose a summarization model that is tailored for the structure
of a radiology report, can properly encode the study background information, and use the
encoded information to guide the decoding process.

We show that our model outperforms existing non-neural and neural baselines on our
dataset measured by the standard ROUGE metrics (Lin, 2004) designed for text summa-
rization. Moreover, in a blind experiment, a board-certified radiologist indicated that 67%
of sampled system summaries are at least as good as the reference summaries written by
well-trained radiologists, suggesting significant clinical validity of the resulting system.
We further show through detailed analysis that our model could be transferred to radiology
reports from another organization, and that the model can sometimes summarize radiology
studies for body parts unseen during training.

To summarize, this chapter makes the following contributions:

1) We propose to automate the generation of impression statements in clinical radiology
reports via summarizing the free-text radiology findings with neural sequence-to-

sequence learning;

2) We propose a new customized summarization model for this task that improves over

existing methods by better leveraging study background information;
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3) We show on a real-world radiology report dataset collected from a hospital that our

proposed model outperforms existing models on standard summarization metrics;

4) We further show via a radiologist evaluation that the summaries generated by our

model have significant clinical validity;

5) We show via analysis that our model presents cross-institutional and cross-body part
transferability as measured by standard text generation metrics, and identify common

mistakes output by the model.

This chapter is organized as follows. In Section 4.1 we start by providing a formal
definition of the task of summarizing radiology reports. Next, in Section 4.2 we describe
our proposed neural model for this task. We then describe in Section 4.3 how we collect a
real-world radiology report dataset, and compare our system against baseline summariza-
tion models on this dataset. We show our detailed experimental results in Section 4.4, and
provide further analysis on the model output and the transferability of our model in Sec-
tion 4.5. Lastly, we provide a summary of our study in Section 4.6 and highlight several

important directions for future work.

4.1 Task Definition

We define the task of summarizing radiology findings as follows. Given a passage of find-
ings represented as a sequence of tokens x = {x1,z,...,2xy}, with NV being the length
of the findings, our goal is to find a sequence of tokens y = {y1,92,...,yr} that best
summarizes the salient and clinically significant findings in x, with L being an arbitrary
length of the summary.! Note that the mapping between x and y can either be modeled in
an unsupervised way (as done in unsupervised summarization systems), or be learned from

a dataset of findings-summary pairs.

"While the name “impression” is often used in clinical settings, we use “summary” and “impression”
interchangeably.
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4.2 Models

In this section we introduce our model for the task of summarizing radiology findings. As
our model builds on top of existing work on neural sequence-to-sequence learning and the

pointer-generator model, we start by introducing them.

4.2.1 Neural Sequence-to-Sequence Model

At a high-level, our model implements the summarization task with an encoder-decoder
architecture, where the encoder learns hidden state representations of the input, and the
decoder decodes the input representations into an output sequence.

For the encoder, we use a Bi-directional Long Short-Term Memory (Bi-LSTM) net-
work. Given the findings sequence x = {x1, 23, ..., zx}, we encode x into hidden state
vectors with:

h = Bi-LSTM(x), 4.1)

where h = {hq, hs, ..., hy}. Here hy combines the last hidden states from both directions
in the encoder.

After the entire input sequence is encoded, we generate the output sequence step by step
with a separate LSTM decoder. Formally, at the ¢-th step, given the previously generated
token y;_1 and the previous decoder state s; 1, the decoder calculates the current state s;

with:
St = LSTM(St_l, yt—l)' (42)

For the initial decoder state we set s = h. We then use s; to predict the output word by
applying a linear layer to s; followed by a softmax layer over the output vocabulary.

The vanilla sequence-to-sequence model that uses only s; to predict the output word
has a major limitation: it generates the entire output sequence based solely on a vector
representation of the input (i.e., hy), which may result in significant information loss.
For better decoding we therefore employ the attention mechanism (Bahdanau et al., 2015;
Luong et al., 2015), which uses a weighted sum of all input states at every decoding step.

Given the decoder state s; and an input hidden state /;, we calculate an input distribution
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Figure 4.3: Overall architecture of our summarization model.

el = v tanh(Whh; + Wis,), 4.3)

a’ = softmax(e'), 4.4)

where W}, W, and v are learnable parameters.” We then calculate a weighted input vector

as:

hi =Y alh;. (4.5)

%

hi encodes the salient input information that is useful at decoding step ¢. Lastly, we obtain

the output vocabulary distribution at step ¢ as:
P(y|x, y<;) = softmax (V' tanh(V'[s;; hf])), (4.6)

where V'’ and V are learnable parameters.

2For clarity we leave out the bias terms in all linear layers.
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4.2.2 Pointer-Generator Network

While the encoder-decoder framework described above can generate impressions from a
fixed vocabulary, the model can clearly benefit from being able to “copy” salient observa-
tions directly from the input findings. To add such “copying” capacity into the model, we
use a pointer-generator network similar to the one described in See et al. (2017).

The main idea is that at each decoding step ¢, we allow the model to either generate a
word from the vocabulary with a generation probability pee,, or copy a word directly from

the input sequence with probability 1 — pee,. We model pge, as:
_ T 7% T
pgen - U(wh* ht + ws St + wyyt—1)7 (47)

where y;_ denotes the previous decoder output, wy-, ws and w, learnable parameters and
o a sigmoid function. For the copy distribution, we reuse the attention distribution a’ cal-
culated in (4.4). Therefore, the overall output distribution in the pointer-generator network
is:
P(y|%, y<t) = PgenPoocan(¥) + (1 = peen) Y _ . (4.8)
LTi=Y¢

where Pyocan(y;) is the same as the output distribution in (4.6).

4.2.3 Incorporating Study Background Information

The background part of a radiology report is also important, since crucial information such
as the purpose of the study, the body part involved and the condition of the patient are
often mentioned only in the Background section. A straightforward way of incorporating
the background information is to prepend all the background text to the findings, and treat
the entire sequence as input to the pointer-generator network. However, as we will show
in Section 4.4, this naive method in fact hurts the summarization quality, presumably be-
cause the model cannot sufficiently distinguish between the findings and the background
information, which as a result leads to insufficient modeling of both the findings and the
background. To solve this, we propose to encode the background text with a separate at-

tentional encoder, and use the resulting background representation to guide the decoding
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process in the summarization model (Figure 4.3).

To differentiate the background part of a report from the actual findings section as
shown in Figure 4.2, we now use x° to denote the background token sequence, and X to
denote the actual findings section. Our goal is then to find y that maximizes P(y|x, x°).
To do this, we again obtain the hidden state vectors h of the findings section as in (4.1).
Similarly, we obtain the hidden state vectors of the background text with x° as input using

a separate Bi-LSTM encoder:
h® = Bi-LSTM®(x"). (4.9)
Next, we calculate a distribution over h? as:

¢/ =o' tanh(W,h? + Wyhy), (4.10)

a’ = softmax(e’), 4.11)

where W, and W), are learnable parameters and hy the last hidden state of the findings
encoder. The distribution ¢’ models the importance of tokens in the background section.

We then obtain a weighted representation of the background text as:
b= ajhl, (4.12)

where vector b has the same size as h?, and encodes the salient background information.
Lastly, we use the background vector b to guide the decoding process, by modifying the
recurrent kernel of the decoder LSTM in (4.2) to be:

it o

f o Sg—1
t| Wl g | (4.13)
Oy o b
Uy tanh
= ft © 1 + i O uy, (4.14)

s; = o ® tanh(c;), 4.15)
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where #;, f;, o, denotes the input, forget, and output gates, W the weight matrix and c¢; the
internal cell of the LSTM respectively, and © represents an element-wise multiplication.
Again for clarity we leave out the bias terms in (4.13). As a result, every state in the
decoding process is directly influenced by the information encoded by the background
vector b. The rest of the model, including the calculation of the vocabulary distribution and

the copy distribution, remains the same.

4.3 Experiments

To test the effectiveness of our summarization model, we collected reports of radiographic
studies from the picture archiving and communication system (PACS) at the Stanford
Health Care. In this section we describe our data collection process, baseline models and

experimental setup, and present the results and discussions in Section 4.4.

4.3.1 Data Collection

We collected the reports of all radiographic studies from 2000 to 2014 from the Stanford
Health Care.’ For preprocessing, we first tokenized all reports with Stanford CoreNLP
(Manning et al., 2014), and filtered the dataset by excluding reports where (1) no findings
or impression section can be found; (2) multiple findings or impression sections can be
found but cannot be aligned; or (3) the findings have fewer than 10 words or the impression
has fewer than 2 words.

We removed body parts where only a small number of cases are available, and included
reports of the top 12 body parts in the PACS system to maintain generalizability. For
common body parts with more than 10k reports (e.g., chest), we subsampled 10,000 reports
from them.

This results in a dataset with a total of 87,127 reports. We further randomly split the
dataset into a 70% training, a 10% development and a 20% test set. We show the dataset
statistics in Table 4.1 and its detailed statistics split by body part in Figure 4.4.

30ur retrospective study has been approved by the corresponding institutional review boards with waiver
of consent.
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Data Split Number of Reports Percentage

Train 60,990 70%
Development 8,712 10%
Test 17,425 20%
Total 87,127 —

Table 4.1: Overall statistics of the collected Stanford Health Care dataset.
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Figure 4.4: Number of examples split by body part in the collected Stanford Health Care
dataset.

4.3.2 Baseline Models

For our main experiments, we compare our model against several competitive non-neural
and neural systems on the collected dataset. Unless otherwise stated, the baseline models

take only the findings section as input.* We now describe each baseline model.

S&J-LSA. This is an extractive approach described by Steinberger and Jezek (2004),
which applies Latent Semantic Analysis (LSA) to text summarization. This method first
takes the input radiology findings paragraph, and applies singular value decomposition

(SVD) to the term-by-sentence co-occurrence matrix derived from the passage. The results

“We find that when the background section is prepended to the input, the extractive baseline models may
select sentences in the background part as the summary, resulting in deteriorated performance.
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of this procedure are “concept” (i.e., word) clusters as scored by the SVD process, with
more important words assigned with higher scores. Finally, the system selects the top N

sentences with the highest scored concepts to form the summary.

LexRank. LexRank is another popular extractive model introduced by Erkan and Radev
(2004). In LexRank, an input findings paragraph is first represented as a graph of sentences,
and a connectivity matrix based on intra-sentence cosine similarity is used as the adjacency
matrix of the graph. Sentences are then scored by the eigenvector centrality in the graph,

and the top /V highest scored sentences in the input paragraph are then kept as the summary.

Pointer-Generator. We also run the baseline pointer-generator model as introduced by
See et al. (2017). We find the “coverage” mechanism described in their paper did not
improve summary quality in our task and therefore did not use it for simplicity. We compare
our model with two versions of the pointer-generator model: one with only the findings
section as input and another one with the background sections prepended to the findings

section as input.

4.3.3 Experimental Setup

Evaluation Metrics. In our main experiments we evaluate the models with the widely-
used ROUGE metric (Lin, 2004), as is done in previous text summarization work. We re-
port the F} scores for ROUGE-1, ROUGE-2 and ROUGE-L, which measure the word-level
unigram-overlap, bigram-overlap and the longest common sequence between the reference

summary and the system predicted summary respectively.

Word Vectors. To enable knowledge transfer from a larger corpus, we applied the GloVe
algorithm (Pennington et al., 2014) to a corpus of 4.5 million radiology reports of all modal-
ities (e.g., X-ray, CT) and body parts. We used the resulting 100-dimensional word vectors
to initialize all word embedding layers in our neural models, and empirically found this to

improve the performance of our neural models by about 1 ROUGE-L score.
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Implementations & Model Details. For the two non-neural extractive baselines, we use
their open implementations offered by the Sumy library.” For both of them, we select the
top IV scored sentences to form the summary and treat N as a hyperparameter. We use
N = 3 in our experiments as it yields best scores on the dev set of our collected dataset.
We implemented all neural models with PyTorch.® To train the neural models we append a
special <EOS> token to the end of every reference summary. We then employ the standard
teacher-forcing with the reference summaries and optimize the negative log-likelihood loss
using the Adam optimizer (Kingma and Ba, 2015). We tune all hyperparameters on the
dev set. We use 2-layer Bi-LSTM for all encoders, and set the hidden size to be 100 for
each direction; 1-layer LSTM for the decoder and set the hidden size to be 200. During
inference, we employ the standard beam search with a beam size of 5. We stop decoding
whenever a <EOS> token is predicted, and otherwise use a maximum output sequence
length of 100.

4.4 Results

In this section we present our experimental results on the collected Stanford radiology
reports dataset. We first present our main results with automatic evaluation metrics, as long
as some qualitative examples from our system. We then present results from a radiologist
evaluation where we evaluate the generated summaries based on their clinical correctness

and validity, and our findings from this experiment.

4.4.1 Automatic Evaluation Results

We present results of our main experiments in Table 4.2. We find that the two non-neural
extractive models perform comparably, and both are able to obtain non-trivial subsequence
overlap with the reference summaries as measured by ROUGE scores. However, a baseline
neural pointer-generator that combines the sequence generation and the copy mechanism
beats the non-neural baselines substantially on all metrics. We confirm that naively incor-

porating the study background information by prepending the background section directly

Shttps://github.com/miso-belica/sumy
Shttps://pytorch.org/
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System ROUGE-1 ROUGE-2 ROUGE-L
Extractive Baseline: S&J-LSA 29.39 16.27 27.38
Extractive Baseline: LexRank 30.48 17.09 28.49
Pointer-Generator 46.51 33.39 45.07
Pointer-Generator (¢ Background) 45.39 32.60 44.05
Our model 48.56 35.25 47.06

Table 4.2: Automatic evaluation results on the test set of the Stanford reports. “@ Back-
ground” represents prepending the background section to the findings section to form the
input to the model. All the ROUGE scores have a 95% confidence interval of at most +0.50
as calculated by the official ROUGE script.

to the input findings in the pointer-generator model in fact hurts the performance (noted
by @ Background). In comparison, our model benefits from using the separately encoded
background vector to guide the decoding process, and achieves best scores on all ROUGE
metrics.

We also present sampled test examples and system output in Figure 4.5. We find that
compared to the non-neural extractive baselines, the neural models are not limited by sen-
tences in the findings section and therefore generate summaries of better quality. For ex-
ample, the neural models learn to compose the summary by combining observation phrases
from different sentences, or by generating new conclusive phrases such as “negative study”.
Compared to the pointer-generator model, our model learns to correctly utilize relevant
background information (e.g., previous study or exam information) to improve the sum-

mary.

4.4.2 Understanding Clinical Validity with Radiologist Evaluation

A limitation of using the ROUGE metrics to evaluate the systems is that they only mea-
sure the similarity between the predicted summary and the reference summary, but do not
sufficiently reflect the overall grammaticality or utility of the predictions. Therefore, to
understand the clinical validity of our system generated summaries, we also conducted
evaluations with a board-certified radiologist.

In this evaluation, we randomly sampled 100 examples from our test set. We ran our
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Background: radiographic examination
of the abdomen. clinical history: xx
years of age, male, please obtain upright
and lateral decub. comparison: abdomi-
nal x-ray <date>. procedure comments:
two views of the abdomen.

Findings: median sternotomy wires are
seen in the anterior chest wall in addi-
tion to several mediastinal clips and an
aicd. trace bilateral pleural effusions are
noted. interval increase in small bowel
dilatation compared to previous study
with multiple air-fluid levels, consistent
with small bowel obstruction. there is a
paucity of colonic gas. no pneumoperi-
toneum.

Background: three views of the right
shoulder and three views of the left
shoulder: <date>. clinical history: an
xx-year-old female with bilateral shoul-
der pain.

Findings: three views of the right shoul-
der consisting of external rotation, axil-
lary, and scapular views demonstrate no
evidence of fracture or dislocation. the
joint spaces are well-maintained without
evidence of degenerative change. there is
normal mineralization throughout. three
views of the left shoulder ... are well-
maintained without evidence of degener-
ative change. mineralization is normal
throughout.

Background: three views of the ab-
domen: <date>. comparison: <date>.
clinical history: a xx-year-old male sta-
tus post hirschsprung’s disease repair.

Findings: the supine, left-sided decubi-
tus and erect two views of the abdomen
show increased dilatation of the small
bowel since the prior exam on <date>.
there are multiple air-fluid levels, sug-
gesting bowel obstruction. no free in-
traperitoneal gas is present.

Human: small bowel dilatation with
multiple air-fluid levels and colonic de-
compression consistent with small bowel
obstruction.

Human: unremarkable radiographs of
bilateral shoulders.

Human: increased dilatation of the
small bowel with multiple air-fluid lev-
els, suggesting bowel obstruction. no
free intraperitoneal gas.

Extractive Baseline: median ster-
notomy wires are seen in the anterior
chest wall in addition to several mediasti-
nal clips and an aicd.

Extractive Baseline: three views of
the right shoulder consisting of exter-
nal rotation, axillary, and scapular views
demonstrate no evidence of fracture or
dislocation.

Extractive Baseline: the supine, left
sided decubitus and erect two views of
the abdomen show increased dilatation
of the small bowel since the prior exam
on <data>.

Pointer-Generator: interval increase in
bowel dilatation, consistent with bowel
obstruction.

Pointer-Generator: no evidence of
fracture or dislocation of the right shoul-

der.

Pointer-Generator: increased dilatation
of small bowel, suggesting small bowel
obstruction.

Our model: interval increase in small
bowel dilatation compared to abdominal
x-ray dated <date> with multiple air-
fluid levels, consistent with small bowel
obstruction.

Our model: unremarkable bilateral

shoulders.

Our model: increased dilatation of
small bowel, suggesting bowel obstruc-
tion. no free intraperitoneal gas.

68

Figure 4.5: Sampled test examples and system predictions from the Stanford Health Care
dataset. First example: our model learns to relate the summary with a previous study men-
tioned only in the background section. Second: our model correctly summarizes the body
part involved in the study. Third: our model correctly includes more crucial information as
found in the human summary.

best model over these 100 examples, and presented each example along with the corre-
sponding system predicted summary and reference human-written summary to the radiol-
ogist. We randomly ordered the predicted and reference summary such that the correspon-
dence cannot be guessed from the order. The radiologist was then asked to select which of
the two summaries was better, or that they have roughly equal quality. Figure 4.6 shows an

example annotation interface presented to the radiologist.
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0% 100%

Findings: again seen is a left hip hemiarthroplasty with cemented left femoral component
. there is no evidence of hardware failure or loosening . there appears to be an old
fracture deformity of the right superior and inferior pubic rami . they are well healed and
unchanged since prior study . there is diffuse osteopenia .

Summary 1:
left hip hemiarthroplasty with no evidence of hardware failure or loosening .

Summary 2:
no change in left hip hemiarthroplasty without evidence of hardware failure or loosening .

(O Summary 1 is better
O Summary 2 is better
O Roughly Equal Quality

Figure 4.6: An example annotation interface shown to the radiologist.

Category Percentage
Human Summary Wins 33
System Prediction Wins 16
Roughly Equal Quality 51

Table 4.3: Radiologist evaluation result on 100 sampled test examples from the Stanford
Health Care dataset. For a total of 67 examples, the radiologist indicated that the system
summary is at least as good as the human-written summary.

Table 4.3 presents the result of radiologist evaluation. For 51 examples, the radiol-
ogist indicated that the human-written and system-generated summaries are equivalent.
For 16 examples, the radiologist preferred the system summary, and for the remaining 33
examples, the radiologist preferred the human-written summary. Overall, for a total of
67% test examples the radiologist indicated that the system summary is at least as good as

the human-written summary. Note that under our setting, a randomly generated sequence
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System ROUGE-1 ROUGE-2 ROUGE-L

LexRank 15.42 5.65 14.60
Our model 35.02 20.79 34.56

Table 4.4: Cross-organization evaluation results on the Indiana University chest x-ray
dataset. All the ROUGE scores have a 95% confidence interval of at most £1.10 as calcu-
lated by the official ROUGE script.

would have almost zero chance to be indicated as good as the human-written summary. We

therefore believe the result suggests substantial clinical validity of our system.

4.5 Analysis

In this section, we analyze the performance of our model under different settings, with the
focus on answering three important questions: 1) How well can the model generalize to
reports from another organization? 2) How well can the model generalize to body parts

unseen during training? 3) What types of common mistakes does the model make?

4.5.1 Generalizability to Different Organizations

Deploying a clinical NLP system at an organization different from the one where the train-
ing data comes from is a common need. However, this is challenging in that medical
practitioners including radiologists from different organizations tend to go through differ-
ent training and follow different templates or styles when writing medical text. Here we
aim to understand the cross-organization generalizability of our summarization model.
For this evaluation setting, we use the publicly available Indiana University Chest X-ray
Dataset (Demner-Fushman et al., 2016), which consists of chest X-ray images paired with
the corresponding radiology reports. We filtered the reports with the same set of rules and
arrived at a collection of 2,691 unique reports. We used this dataset as the test set, and ran
our best model trained on our own dataset directly on it. The results are shown in Table 4.4
and sampled examples are shown in the first two columns of Figure 4.7. We find that our

model again outperforms the baseline extractive model substantially in this transfer setting,
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Cross-organization

Cross-organization

Cross-body part: Knee

Background: indication: xxxx
year old male with end-stage re-
nal disease on hemodialysis

Findings: the heart size is
mildly enlarged. there is tortu-
osity of the thoracic aorta. no fo-
cal airspace consolidation, pleu-
ral effusions or pneumothorax.
no acute bony abnormalities.

Background: indication: xxxx
year old female, hypoxia. com-
parison: pa lateral views of the
chest dated xxxx.

Findings: bilateral emphysema-
tous again noted and lower lobe
fibrotic changes. postsurgical
changes of the chest including
cabg procedure, stable. stable
valve artifact. there are no focal
areas of consolidation. no large
pleural effusions. no evidence of
pneumothorax. ... contour ab-
normality of the posterior aspect
of the right 7th rib again noted,
stable.

Background: radiographic ex-
amination of the knee: <date>
<time>. clinical history: xx-
year-old man with right knee
pain. comparison: none. proce-
dure comments: 2 views of the
right knee were performed.

Findings: there is no visible
fracture or malalignment. likely
small joint effusion. mild full-
ness in the popliteal region of the
right knee may represent a baker
’s cyst. mild soft tissue swelling
along the medial aspect of the
knee is present.

Human: cardiomegaly without
acute pulmonary findings.

Human: no acute cardiopul-
monary abnormality. stable
bilateral emphysematous and
lower lobe fibrotic changes.

Human: no acute bony abnor-
mality. likely joint effusion and
soft tissue swelling along the
medial aspect of the knee.

Our model: mild cardiomegaly.
no radiographic evidence of
acute cardiopulmonary process.

Our model: stable postsurgical
changes of the chest as described
above. no evidence of pneu-
mothorax.

Our model: mild soft tissue
swelling along the medial as-
pect of the knee. no fracture or
malalignment.

71

Figure 4.7: Examples that demonstrate generalization to notes from different organizations
and to unseen body parts. First two columns: sampled examples from the Indiana Univer-
sity dataset and system output in the cross-organization evaluation. Last column: sampled
test example of a “knee” study in our cross-body part evaluation.

and the generated summaries are both grammatical and clinically meaningful.

4.5.2 Generalizability to Unseen Body Parts

Radiology studies conducted on different body parts often include vastly different observa-
tions and diagnosis. For example, while “lung base opacity” is a common observation in
chest radiographic studies, it does not exist in musculoskeletal studies. In practice, an orga-
nization may not have adequate report data that covers some rare body parts. It is therefore

interesting to test to what extent our summarization model can generalize to reports for
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Body Part ROUGE-1 ROUGE-2 ROUGE-L

Chest 31.24 17.99 30.38
Abdomen 28.90 17.23 27.83
Knee 48.78 35.07 47.49

Table 4.5: Cross-body part evaluation results of our neural model on the Stanford Health
Care dataset. All the ROUGE scores have a 95% confidence interval of at most +0.75 as
calculated by the official ROUGE script.

body parts unseen during training.

We study this by simulating the condition where a specific body part is not present in
the training data. Given the entire dataset D, and a subset of the dataset Dy that corre-
sponds to a body part B, we reserved the entire subset Dp as test data, and used D — Dy
for training (90%) and validation (10%). Table 4.5 presents the evaluation results for body
part “chest”, “abdomen” and “knee”. We find that for “chest” and “abdomen”, the system
summaries degrade substantially when the corresponding data were not seen during train-
ing. However, the predicted summaries degrade less for “knee” when reports of it were
not seen during training, presumably because the model can learn to summarize reason-
ably well from reports of other close musculoskeletal studies such as “ankle” or “elbow”
studies. We confirm this by examining the model predictions: in the example shown in the
last column of Figure 4.7, the model learns to compose the summary with salient observa-
tions such as “tissue swelling” and “fracture”, while being able to copy the anatomy “knee”

(unseen during training) from the findings section.

4.5.3 Error Analysis

Lastly, to understand the common types of errors that our model makes, we run a detailed
error analysis on 100 sampled dev examples. We focus on four types of errors in our anal-
ysis: (1) missing critical information, if the predicted summary fails to include some clini-
cally important information; (2) inaccurate/spurious information, if the predicted summary

contains observations or conclusions that are inaccurate, or that do not exist in the findings;
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Category Percentage
Good Summary 63
Missing Critical Information 24
Inaccurate/Spurious Information 8
Redundant 4
Ungrammatical 6

Table 4.6: Error analysis on 100 sampled dev examples from the Stanford Health Care
dataset.

(3) redundant summary, if the predicted summary is repetitive or over-verbose; and (4) un-
grammatical summary, if the predicted summary contains significant grammatical errors.
For each example, we examine whether it contains any of the errors by comparing it with
the reference summary; otherwise we classify it as a good summary. Note that under our
analysis setting, an example can be assigned to more than one error category.

We present the result of our error analysis in Table 4.6, and include examples of dif-
ferent error types in Figure 4.8. We find that 63% of examples are qualitatively close to
the reference summary, which aligns well with the radiologist evaluation result. Among
the four error categories, missing critical information is the most common error with 24%
of examples, suggesting that the summaries may be improved with explicit modeling of
the importance of different radiology findings. We also find through qualitative analysis
that the model tends to miss on followup procedures recommended by the human radiol-
ogist, since these procedures are often not included in the findings section and generating
them needs significant understanding of the study and domain knowledge. This highlights
the importance of incorporating domain knowledge for the further improvement of these

summarization systems.

4.6 Summary & Future Directions

In this chapter, we studied the automated generation of radiology summaries (i.e. impres-
sion statements) from the textual radiology findings written by radiologists. We proposed

to model this process via neural sequence-to-sequence learning, and designed a customized
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Error type: missing critical in-
formation

Error type: redundant summary

Error type: ungrammatical sum-
mary

Background: radiographic
examination of the lumbar
spine: <time>. clinical his-

tory: <age>, lower back pain.
comparison: none. procedure
comments: 4 views of the
lumbar spine.

Findings: five non-rib bearing
lumbar type vertebral bodies are
present. there is trace retrolis-
thesis of 15 on sl. there is no
evidence of instability on flexion
and extension views. the spinal
alignment is otherwise normal.
the disc spaces and vertebral
body heights are preserved.
there is no visible fracture. no
visible facet joint arthropathy or
pars defects.

Background: radiographic
examination of the shoulder:
<time>. clinical history:
<age> years of age, pain in
joint involving shoulder region.
comparison: outside study dated
<date>. procedure comments:
single axillary view of the left
shoulder.

Findings: single axillary view
of the shoulder again demon-
strates a highly comminuted
fracture of the humeral head and
likely fracture of the scapular
body. the humeral head appears
located on the glenoid.

Background: radiographic
examination of the shoulder:
<time>. clinical history:
<age> years of age, xray exam
of lower spine 2 or 3 views.
x-ray exam of right shoulder
complete. comparison: none.
procedure comments:  three
views of the right shoulder.

Findings: a calcification of the
rotator cuff is seen above the
greater tuberosity. there is no
fracture or malalignment. the
soft tissues and visualized lung
are unremarkable.

Human: trace retrolisthesis of
15 on s1 with no evidence of in-
stability with motion. otherwise
normal lumbar spine.

Human: redemonstration of a
highly comminuted fracture of
the humeral head and likely frac-
ture of the scapular body . the
humeral head appears to be lo-
cated on the glenoid .

Human: no acute bony or joint
abnormality, but there is calci-
fication of the rotator cuff that
may be due to calcific tendinitis.

Our model: no acute bony or ar-
ticular abnormality.

Our model: highly comminuted
fracture of the scapular body and
likely fracture of the scapular
body.

Our model: calcification acute
bony or joint abnormality.
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Figure 4.8: Examples of different types of errors that our system makes on the Standord
Hospital dataset. Words that are missing from or are erroneously included in the model
predictions are highlighted.

neural model for this task which is based on the pointer-generator network and addition-
ally uses encoded background information to guide the decoding process. We collected
a dataset from actual hospital studies and showed that our model not only outperforms
non-neural and neural baselines, but also generates summaries with substantial clinical va-
lidity and cross-organization generalizability. We further found via error analysis that 63%

of the generated summaries are of high quality, and that missing critical information and
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including inaccurate or spurious information are the most common types of errors in the
generated summaries.
Our findings shed light on the following important directions for further improving the

practical usability of radiology report summarization systems:

1) Improving the factual correctness and consistency of the generated summaries.
While factual errors or inconsistencies are more tolerable in general-domain summa-
rization tasks (e.g., news summarization), they can result in significant consequences
in the summarization of medical documents, such as diagnostic errors or miscom-
munications of results. For this reason, improving the factual correctness of neural
summarization models is especially critical for the medical domain. Furthermore,
our findings suggest that improvements need to be made on both the metrics and
model architectures: summarization metrics need to go beyond measuring simple
textual overlap and need to either rely on deeper semantic match between the text, or
involve explicit comparisons of the factual content; summarization models need to

be explicitly optimized for factual consistency in their outputs.

2) Exploring model architectures that integrate domain knowledge into the sum-
marization process. As our results and examples have revealed, current summa-
rization models often make mistakes that demonstrate a lack of necessary domain
knowledge. For example, the model may generate contradictory claims in a sin-
gle summary paragraph that are easily detectable or avoidable by modeling relevant
medical knowledge. In other cases, the model may not be able to generate a “recom-
mended follow-up” statement that is often present in radiologist-written summaries.
To solve this, future work may explore customized neural architectures that either
integrate relevant domain ontologies such as the UMLS (Bodenreider, 2004) or the
RadLex ontology (Langlotz, 2006), or involve explicit representation and modeling

of relational medical knowledge in the summarization process.

3) Improving the generalizability and robustness of such systems on radiology re-
ports of different styles and domains. This is critical for the practical usability
of such systems, as in practice these systems are often trained on data from a spe-

cific organization and deployed on others. In such a cross-organization setting, a
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model needs to be robust enough to text of different forms, styles or even domains.
We have shown in our experiments that existing models can sometimes experience a
degradation of performance as measured by ROUGE scores when transferred to data
from a different organization. This often means degradation of grammaticality and
correctness in the output, and may translate to medical errors. Viable methods to im-
prove the generalizability include training the summarization system on data that is
aggregated from multiple organizations and is representative of different genres and
domains, or utilizing encoder or decoder models that are pretrained unsupervisedly

on a much larger scale of medical text.

In the next chapter, we will extend our work in the first direction described above,
by studying the problem of improving factual correctness of our radiology summarization
system. We will present a framework to measure the factual correctness of a generated
summary against its reference, and a reinforcement learning-based strategy to optimize our
summarization model for its correctness. We will leave integrating domain knowledge and

improving the generalizability of existing systems as future work.



Chapter 5

Towards Factually Correct

Summarization

In the previous chapter, we studied the problem of automated generation of clinical radiol-
ogy impression (i.e., summary) statements, which summarize the most important clinical
findings in a radiology study in a clear and concise manner. In particular, we have for-
malized the task as a text summarization problem, where the source text sequence is the
free-text radiology findings written by radiologists, and the target text sequence the sum-
mary statements. We showed that a neural abstractive summarization model tailored for
the structure of a radiology report is able to generate radiology summaries that are fluent
and achieve high overlap with summaries written by radiologists.

While this neural model demonstrates promising performance and could save radiol-
ogists from the repetitive work of writing the radiology summaries, we also showed via
our blind radiologist evaluation that about 33% of total summaries generated by this model
have quality lower than the human-written ones. Our error analysis further revealed that
incorrectness is the most frequent type of mistake: about 30% of the outputs from this
model contain factual errors or inconsistencies when compared with the human-written
summaries. This has made such a system unusable in practice, as factual correctness is
critically important in this domain to prevent medical errors.

Why do systems make factual mistakes? We identify that a core issue behind the fac-

tually incorrect generations is that neural summarization models such as the one we have
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Background: radiographic examination of the chest. clinical history: 80 years of
age, male ...

Findings: frontal radiograph of the chest demonstrates repositioning of the right
atrial lead possibly into the ivc. [...] a right apical pneumothorax can be seen from
the image. moderate right and small left pleural effusions continue. no pulmonary
edema is observed. heart size is upper limits of normal.

Human Summary: pneumothorax is seen. bilateral pleural effusions continue.

Summary A (ROUGE-L = 0.77):
no pneumothorax is observed. bilateral pleural effusions continue.

Summary B (ROUGE-L = 0.44):
pneumothorax is observed on radiograph. bilateral pleural effusions continue to
be seen.

Figure 5.1: A (truncated) radiology report and summaries with their ROUGE-L scores.
Compared to the human summary, Summary A has high textual overlap (i.e., ROUGE-L)
but makes a factual error; Summary B has a lower ROUGE-L score but is factually correct.

presented have been trained and evaluated with imperfect objectives. At training time, the
models are primarily optimized with the conditional language modeling objective (i.e., the
likelihood of the reference, human-written summaries) (Rush et al., 2015; See et al., 2017).
While this objective encourages generations that are fluent and mimic human references
(Paulus et al., 2018), it does not guarantee factually correct summaries. On the other hand,
at evaluation time, the models are primarily compared using textual overlap-based met-
rics such as the ROUGE scores (Lin, 2004). While these metrics may sometimes correlate
positively with human ratings in terms of informativeness and overall quality (Novikova
et al., 2017), comparing model outputs with them can be misleading and adversarially fa-
vor suboptimal generations that contain factual errors, as is demonstrated by the example
in Figure 5.1. Here, while the second radiology report summary is an overall correct and
higher-quality summary, it is undesirably penalized with a lower ROUGE-L score, due to

its overall lower overlap with the human-written summary.
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Despite the importance of factual correctness in generations, existing attempts at im-
proving the correctness of abstractive summarization models have seen very limited suc-
cess. For example, Cao et al. (2017) explored augmenting the attention mechanism of neu-
ral summarization models with factual relation triples extracted from the document with
an open information extraction system. Falke et al. (2019) studied using natural language
inference systems to rerank generated summaries based on their factual consistency with
the input document. Krysciniski et al. (2019b) proposed to verify factual consistency of
generated summaries with a weakly-supervised model trained with synthetic positive and
negative document-summary pairs. Despite these efforts, none of the existing work has
focused explicitly on optimizing an abstractive summarization system with a correctness
objective. As a result, even state-of-the-art systems trained with ample data still produce
summaries with a substantial number of factual errors (Goodrich et al., 2019; KryScinski
et al., 2019a; Maynez et al., 2020).

In this chapter, we extend our study on summarizing clinical radiology reports, with a
focus on optimizing the factual correctness of our neural summarization systems. More-
over, we hope that our investigation can offer insights for improving the correctness of
general summarization systems. In fact, the task of summarizing radiology reports has
several key properties that make it ideal for studying factual correctness in summarization
models. First, the clinical facts or observations present in radiology reports have less ambi-
guity compared to open-domain text, which as we will show allows objective comparison
of facts in the generated text. Second, radiology reports involve a relatively limited space
of facts, which makes automatic measurement of factual correctness in the generated text
approachable. Lastly, as factual correctness is a crucial metric in this domain, improving
factual correctness will directly lead to an ability to use the resulting system.

To this end, we design a framework where an external information extraction system
is used to extract information in the generated summary and produce a factual accuracy
score by comparing it against the human reference summary. We further develop a training
strategy where we combine a factual correctness objective, a textual overlap objective and

a language model objective, and jointly optimize them via reinforcement learning (RL).
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Similar to the last chapter, we again evaluate our method on real-world radiology re-
ports collected from hospitals. On two datasets of reports collected from different hospi-
tals, we show that our training strategy substantially improves the factual correctness of
the summaries generated by a competitive neural summarization system. Moreover, we
observe for the first time that, even in the absence of a factual correctness objective, opti-
mizing a textual overlap-based metric substantially improves the factual correctness of the
resulting system compared to using only maximum likelihood training. We further show
via human evaluation and analysis that our training strategy leads to summaries with higher

overall quality and correctness and which are closer to the human-written ones.
To summarize, our main contributions in this chapter include:

1) We propose a general framework and a training strategy for improving the factual
correctness of summarization models by optimizing a multi-part objective via rein-
forcement learning; to our knowledge, our study represents the first attempt in this

direction;

2) We apply our proposed strategy to the summarization of radiology reports, and em-
pirically show that it improves the factual correctness of the generated summaries on

two real-world radiology report datasets;

3) We demonstrate via radiologist evaluation that our system is able to generate sum-

maries with clinical validity close to human-written ones.

This chapter is organized as follows. In Section 5.1 we start by briefly reviewing the
definition of our task and the baseline customized summarization model that we devel-
oped in Chapter 4. We then extend our study by describing a framework to fact-check
the generated summary against its reference and a method for optimizing the correctness
of our model in Section 5.2. In Section 5.3 we introduce how we collect two real-world
chest radiographic report datasets, and evaluate our systems on these datasets. We then
describe our experimental results in Section 5.4 and present detailed analysis of our model
in Section 5.5. We close this chapter in Section 5.6 by summarizing our key takeaways and

discussing the limitations of our study.
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5.1 Task and Baseline Pointer-Generator Model

We briefly review the task of summarizing radiology findings, as well as the background-
augmented pointer-generator summarization model, which we described in Chapter 4.

Formally, given a passage of radiology findings represented as a sequence of tokens
x = {x1,29,...,xy}, with N being the length of the findings, our summarization task
involves finding a sequence of tokensy = {y1, ¥2, ...,y } that best summarizes the salient
and clinically significant findings in x.

To model the summarization process, we use the previously described background-
augmented pointer-generator network as the backbone of our method. This abstractive
summarization model extends a pointer-generator (See et al., 2017) with a separate back-
ground section encoder. At a high level, this model first encodes the input sequence x into
hidden states with a Bi-LSTM network, and then generates an output sequence y with a
separate LSTM decoder with attention to the input sequence (Bahdanau et al., 2015).

To make this encoder-decoder network more suitable for summarizing radiology find-
ings with multiple sections, we added two augmentations to its attentional encoder-decoder
model. First, a copy mechanism (Vinyals et al., 2015; See et al., 2017) is added to copy
words from the input. At each step of decoding, we calculate a generation probability, and
this generation probability is used to blend the original output vocabulary distribution and a
copy distribution to generate the next word. Second, we separately encode the background
section (as shown in Figure 5.1), and inject the representation into the decoding process by

concatenating it with the input.

5.2 Fact Checking in Summarization

Summarization models such as the one described in Section 5.1 are commonly trained with
the teacher-forcing algorithm (Williams and Zipser, 1989) by maximizing the likelihood of
the reference, human-written summaries. However, this training strategy results in a sig-
nificant discrepancy between what the model sees during training and test time, a problem
often referred to as the exposure bias issue (Ranzato et al., 2016). This issue has been

shown to often lead to degenerate output at test time for generation tasks.
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An alternative training strategy is to directly optimize standard metrics such as ROUGE
scores (Lin, 2004) with RL and this was shown to improve summarization quality (Paulus
et al., 2018). Nevertheless, this method still provides no guarantee that the generated sum-
mary is factually accurate and complete, since the ROUGE scores merely measure the
superficial text overlap between two sequences and do not account for the factual align-
ment between them. To illustrate this, consider a reference sentence pneumonia is seen
and a generated sentence pneumonia is not seen. These two sentences have substantial text
overlap and thus the generated sentence would achieve a high ROUGE score against the
reference sentence, despite that it conveys an entirely opposite fact. A similar case is also
illustrated by the example in Figure 5.1. In this section we first introduce a method to verify
the factual correctness of the generated summary against the reference summary, and then
describe a training strategy to directly optimize a factual correctness objective to improve

summary quality.

5.2.1 Evaluating Factual Correctness via Fact Extraction

A convenient way to explicitly measure the factual correctness of a generated summary
against the reference is to first extract and represent the facts in a structured format. To this
end, we define a fact extractor to be an information extraction module, denoted as f, which

takes in a summary sequence y and returns a structured fact vector v:

v = f(y) = (v1, ..., Um)- (5.1)

Here we consider v; as a categorical variable that we want to measure via fact checking and
m the total number of such variables. For example, in the case of summarizing radiology
reports, v; can be a binary variable that describes whether an event or a disease such as
pneumonia is present or not in a radiology study.

Given a fact vector v output by f from a reference summary and v from a generated
summary, we further define a factual accuracy score s to be the ratio of variables in v

which equal the corresponding variables in v, namely:

(5.2)
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where s € [0, 1]. Note that our definition of factual accuracy here requires a summary to be
both precise and complete in order to achieve a high s score: missing out a positive variable
or falsely claiming a negative variable will be equally penalized by our score.

Our general definition of the fact extractor module f allows it to have different real-
izations for different domains. For our task of summarizing radiology findings, we make
use of the open-source CheXpert radiology report labeler (Irvin et al., 2019)." At its core,
the CheXpert labeler parses the input sentences into dependency structures and runs a se-
ries of surface and syntactic rules to extract the presence status of 14 clinical observations
seen in chest radiology reports. It was evaluated to have over 95% overall F; when com-
pared against oracle annotations from multiple radiologists on a large-scale radiology report
dataset. For the purpose of this study, we used a subset of the variables extracted by the

CheXpert labeler, and discuss the reasons and our inclusion criteria in Section 5.3.3.

5.2.2 Improving Factual Correctness via Policy Learning

The fact extractor module introduced above not only enables us to measure the factual accu-
racy of a generated summary, but also provides us with an opportunity to directly optimize
the factual accuracy as an objective. This can be achieved by viewing our summarization
model as an agent, the actions of which are to generate a sequence of words to form the
summary ¢, conditioned on the input z.> The agent then receives rewards r(¢) for its ac-
tions, where the rewards can be designed to measure the quality of the generated summary.
Our goal here is to learn an optimal policy FPp(y|x) for the summarization model, parame-
terized by the network parameters 6, which achieves the highest expected reward under the
training data.

Formally, we achieve this goal by minimizing loss £, the negative expectation of the

reward r(y) over our training data:

L(0) = =Eyup,y)[r@)] (5.3)

"https://github.com/stanfordmlgroup/chexpert—1labeler
%For clarity, going forward we drop the bold symbol and use x and ¥ (instead of x and y) to represent the
input and output sequences, respectively.
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Note that here the reward r () is a general function of ¢ (and optionally also y), which
allows for different realizations that we will explore later.

The calculation of the gradient of £ with respect to our parameters 6 can be derived
with the REINFORCE algorithm (Williams, 1992) as:

VoL (0) = —Egp,y12)[ Vo log Po(glx)r(7)]- (5.4)

This gradient calculation is essentially an negative expectation of the gradient of the log
probability of the generated sequence, weighted by its respective reward. However, the
exact value of the gradient is still hard to compute, due to the required expectation over all
possible generations ¢ from the model, which is difficult to enumerate in most scenarios. In
practice, we approximate this gradient over a training example with a single Monte Carlo
sample. To reduce the variance of this estimation, we further deduct a baseline reward

from the original reward calculated from each :
VG‘C(Q) ~ —Vy log P9(?Js|x)(r(gs) - f)v (5.5)

where g is a sampled sequence from the model and 7 a baseline reward. Related work
has used different strategies to obtain a good baseline reward, such as estimating the value
of the baseline reward with a separately trained classifier. Here we adopt the self-critical
training strategy (Rennie et al., 2017), where we obtain the baseline reward * by applying

the same reward function r to a greedily decoded sequence y,:

7 =1(Y,)- (5.6)

We empirically find that using this self-critical baseline reward helps stabilize the training

of our summarization model.



CHAPTER 5. TOWARDS FACTUALLY CORRECT SUMMARIZATION 85

X

>
Background: Yy &%
patient with chest pain ... . 2§ s g
. nsubjipass 3 5 @
o Radiographs show [-L\ 2 % =
Findings: severe cardiomegaly Severe is seen
persistent low lung with plural effusions. v =(0,1,1,0)
volumes with enlarged v = (07 1,0, 0)
heart. @
1
] 1
j y !
1
Severe cardiomegaly ROUGE ] rg = 0.36 - -
is seen.

Figure 5.2: Our proposed reinforcement learning-based training strategy. Compared to
existing work which relies only on a ROUGE reward g, we add a factual correctness
reward rc which is enabled by a fact extractor, which is realized by a separate information
extraction model. The summarization model is updated via RL, using a combination of the
NLL loss, a ROUGE-based loss and a factual correctness-based loss. For simplicity we
only show a subset of the clinical variables in the fact vectors v and v.

5.2.3 Reward Function

The learning strategy in Equation (5.5) provides us with the flexibility to optimize arbitrary

reward functions. Here we decompose our reward function into two parts:
r = >\1TR + )\QTc, (57)

where rg € [0, 1] is a ROUGE reward, namely the ROUGE-L score (Lin, 2004) of the pre-
dicted sequence ¢ against the reference y; rc € [0, 1] is a correctness reward, namely the
factual accuracy s of the predicted sequence against the reference sequence, as in Equa-
tion (5.2); A1, Ay € [0,1] are scalar weights that control the balance between the two.
To measure the similarity between the reference and the generation, we also experimented
with more recent metrics that rely on neural representations of text, such as the BERTScore
(Zhang et al., 2020a). However, we found that these metrics, mostly trained on web and

newswire data, generalize poorly to our domain of text. We leave the exploration of better
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reward functions as future work.

Paulus et al. (2018) found that directly optimizing a reward function without the original
negative log-likelihood (NLL) objective as used in teacher-forcing can hurt the readability
of the generated summaries, and proposed to alleviate this problem by combining the NLL
objective with the RL loss. Here we adopt the same strategy, and our final loss during
training is:

L =MLg + XLc + AsLnir, (5.8)

where A3 € [0, 1] is an additional scalar that controls the weight of the NLL loss.

Our overall training strategy is illustrated in Figure 5.2. Our final loss jointly opti-
mizes three aspects of the summaries: Ly serves as a conditional language model that
optimizes the fluency and relevance of the generated summary, Ly controls the brevity of
the summary and encourages summaries which have high overlap with human references,
and L encourages summaries that are factually accurate when compared against human

references.

5.3 Experiments

To evaluate our proposed training strategy against baseline methods, we collected two sep-
arate real-world radiology report datasets from hospitals. In this section, we describe the
data collection process, the baseline models, our evaluation protocols and our model im-

plementation and training details.

5.3.1 Data Collection

We collected anonymized chest radiographic reports within a certain period of time from
two collaborating hospitals: the Stanford University Hospital and the Rhode Island Hospital
(RIH).? Note that unlike in Chapter 4 where we used radiographic studies of all types,
here we focus on studies of chest examinations, which constitute the commonest type of

radiographic studies in a typical hospital.

30ur retrospective study has been approved by the corresponding institutional review boards with waiver
of consent.
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Time Coverage

Split Stanford RIH

Train 2009/01 —2014/04 2017/11 —2018/06
Dev 2014/05 —2014/08 2018/07 —2018/09
Test 2014/09 —2014/12 2018/10 —2018/12

Table 5.1: Time coverage of different splits in the Stanford and RIH datasets.

Number of Examples

Split Stanford RIH
Train 89,992 (68.8%) 84,194 (60.3%)
Dev 22,031 (16.8%) 25,966 (18.6%)
Test 18,827 (14.4%) 29,494 (21.1%)
Total 130,850 139,654

Table 5.2: Detailed statistics of the Stanford and RIH datasets.

For both datasets, we ran preprocessing following the same procedure described in
Chapter 4, which involves tokenizing all reports with Stanford CoreNLP (Manning et al.,
2014) and filtering out reports that are too short. For the purpose of evaluation, we addi-
tionally replaced all date and time mentions in the preprocessed reports with special tokens
(e.g., <DATE>).

Instead of using random stratification, we stratified each dataset temporally into train-
ing, dev and test splits. We employed this stratification strategy to test whether our model
generalizes to future data when trained on historical data. We include the stratification
details of both datasets in Table 5.1 and the statistics of them in Table 5.2.

5.3.2 Models

As we use the augmented pointer-generator network described in Section 5.1 and Chapter 4
as the backbone of our method, we mainly compare against it as the baseline model (PG
Baseline).

For the proposed RL-based training strategy, we compare three variants of it: training
with only the ROUGE reward (RLg), with only the factual correctness reward (RL¢), or
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with both (RLgr,c). All three variants have the NLL component in the training loss as in
Equation (5.8). For all variants, we initialize the model with the best baseline model trained
with standard teacher-forcing on the training data, and then finetune it on the same training
data with the corresponding RL loss, until it reaches the best validation score.

To understand the difficulty of the task and evaluate the necessity of using abstrac-
tive summarization models on the two datasets, similar to the experiments in Chapter 4,
we additionally evaluate two extractive summarization methods: (1) LexRank (Erkan and
Radev, 2004), a widely-used non-neural extractive summarization algorithm; and (2) Ban-
ditSum (Dong et al., 2018), a state-of-the-art RL-based neural extractive summarization
model. For both methods we use their open implementations. We include other model

implementation and training details in Section 5.3.4.

5.3.3 Evaluation

Metrics. We use two sets of automatic metrics to evaluate model performance at the
corpus level. First, we use the standard ROUGE scores (Lin, 2004), and report the F;
scores for ROUGE-1, ROUGE-2 and ROUGE-L, which compare the word-level unigram,
bigram and longest common sequence overlap with the reference summary, respectively.
For factual correctness evaluation, we use a Factual F; score. While the factual accu-
racy score s that we use in the reward function evaluates how factually accurate a specific
summary is, comparing it at the corpus level can be misleading, for the same reason that
accuracy is a misleading measure in information retrieval (Manning et al., 2008). To un-
derstand this, imagine the case where a clinical variable v has rare presence in the corpus.
A model which always generates a negative summary for it (i.e., v = 0; the disease is
not present) can have high accuracy, but is useless in practice. Instead, for each variable,
we obtain a model’s predictions over all test examples and calculate its F; score. We then
macro-average the F; of all variables to obtain the overall factual F; score of the model.
Note that the CheXpert labeler that we use is specifically designed to run on radiology
summaries, which usually have a different style than the radiology findings section of the
reports (see further analysis in Section 5.5). As a result, we found the labeler to be less

accurate when applied to the findings section. For this reason, we were not able to estimate
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the factual F; scores on the summaries generated by the two extractive summarization

models.

Clinical Variables Inclusion Criteria. While the CheXpert labeler that we use is able to
extract status for 14 clinical variables, we found that several variables are very rarely rep-
resented in our corpora and therefore using all of them makes the calculation of the factual
F, score very unstable. For example, we found that training the same model using different
random initializations would result in highly varying F; scores for these variables. For this
reason, for both datasets we removed from the factual F; calculation all variables which
have less than 3% positive occurrences on the validation set. We further removed the vari-
ables “Pleural Other” and “Support Devices” due to their ambiguity. This process results
in a total of 9 variables for the Stanford dataset and 8 for the RIH dataset. Additionally,
apart from the positive and negative status, the CheXpert labeler is also able to generate
an uncertain status for a variable, capturing observations with uncertainty, such as in the
sentence “‘pneumonia is likely present”. While we can modify the factual accuracy score
to take uncertainty into account, for simplicity in this work we do not make the distinction

between a positive status and an uncertain status.

5.3.4 Model Implementation and Training Details

For the baseline background-augmented pointer-generator model, we reuse the same im-
plementation as in Chapter 4. We use a 2-layer LSTM as the findings encoder, 1-layer
LSTM as the background encoder, and a 1-layer LSTM as the decoder. For all LSTMs we
use a hidden size of 200. For the embedding layer we use 100-dimensional GloVe vec-
tors (Pennington et al., 2014) which we pretrained on about 4 million radiology reports.
We apply dropout (Srivastava et al., 2014) with p = 0.5 to the embeddings. At decoding
time, we use the standard beam search with a beam size of 5 and a maximum decoding
length of 50.

For the training and finetuning of the models, we use the Adam optimizer (Kingma
and Ba, 2015) with an initial learning rate of 1e~3. We use a batch size of 64 and clip the

gradient with a norm of 5. During training we evaluate the model on the dev set every 500
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steps and decay the learning rate by 0.5 whenever the validation score does not increase
after 2500 steps. Since we want the model outputs to have both high overlap with the
human references and high factual correctness, for training we always use the average of
the dev ROUGE score and the dev factual F; score as the stopping criteria. We tune the
scalar weights in the loss function on the dev sets and use weights of \; = 0.97, Ao = 0.97
and A3 = 0.03 for both datasets.

For extractive summarization model LexRank, we use its open implementation in the
Sumy Python library.* For the BanditSum model, we use authors’ original open-source
implementation.” We use default values for all hyperparameters as in Dong et al. (2018).
For both models we again select the top N = 3 scored sentences to form the summary,
which yields the highest ROUGE-L scores on the dev sets.

For ROUGE evaluation, we use the Python ROUGE implementation released by Google
Research.® We empirically find it to provide very close results to the original Perl ROUGE

implementation by Lin (2004), but is substantially faster to execute.

5.4 Results

In this section, we first present our automatic evaluation results on the two collected datasets.
We then verify our findings, by presenting a human evaluation with board-certified radiolo-
gists where we compare the summaries generated by humans, the baseline and our proposed

model.

5.4.1 Automatic Evaluation

Our main results on both datasets are shown in Table 5.3. We first notice that while the neu-
ral extractive model, BanditSum, outperforms the non-neural extractive method on ROUGE
scores, our PG baseline model substantially outperforms both of them, suggesting that on
both datasets abstractive summarization is necessary to generate summaries comparable

to human-written ones. We further show that this difference is likely due to the different

*https://github.com/miso-belica/sumy
Shttps://github.com/yuedongP/BanditSum
Shttps://github.com/google-research/google-research/tree/master/rouge
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Stanford RIH
System R-1 R-2 R-L FactualF; R-1 R-2 R-L Factual F;
LexRank (Erkan and Radev, 2004) 26.8 16.3 23.6 — 20.6 10.7 18.3 —
BanditSum (Dong et al., 2018) 327 209 29.0 — 26.1 14.0 23.3 —
PG Baseline 48.3 38.8 46.6 55.9 54.1 447 52.2 69.3
PG + RLy 52.0 41.1 49.5 63.2 58.0 47.2 55.7 73.3
PG + RL¢ 50.7 39.7 48.0 65.9 552 454 52.9 75.4
PG + RLg,c 52.0 41.0 49.3 64.5 57.0 46.6 54.7 74.8

Table 5.3: Main results of different summarization models on the Stanford and RIH
datasets. R-1, R-2, R-L represent the ROUGE scores. PG Baseline represents our base-
line augmented pointer-generator; RLg, RL¢ and RLg,c represent RL training with the
ROUGE reward alone, with the factual correctness reward alone and with both. All the
ROUGE scores have a 95% confidence interval of at most +0.6. F; scores for extractive
models were not evaluated for the reason discussed in Section 5.3.3.

styles of language (see Section 5.5): while radiologists tend to use more compressed lan-
guage when writing the summaries, extractive methods produce more verbose summaries
that fail to capture this difference.

On the Stanford dataset, training the pointer-generator model with ROUGE reward
alone (RLy) leads to improvements on all ROUGE scores, with a gain of 2.9 ROUGE-L
scores. Training with the factual correctness reward alone (RLc) leads to the best over-
all factual F; with a substantial gain of 10% absolute, however with consistent decline in
the ROUGE scores compared to RLg training. Combining the ROUGE and the factual
correctness rewards (RLg.c) achieves a balance between the two, leading to an overall im-
provement of 2.7 on ROUGE-L and 8.6% on factual F; compared to the baseline. This
indicates that RLg,c training leads to both higher overlap with references and improved
factual correctness.

Most surprisingly, while ROUGE has been criticized for its poor correlation with human
judgment of quality and insufficiency for evaluating correctness of the generated text (Cha-
ganty et al., 2018), we find that optimizing ROUGE reward jointly with NLL leads to sub-
stantially more factually correct summaries than the baseline, shown by the notable gain of
7.3% factual F; from the RLj training.

All of our findings are consistent on the RIH dataset, with RLg,¢ achieving an overall
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Stanford RIH

Variable PG Baseline RLg.c A PG Baseline RLg,c A

No Finding 77.3 81.5 +4.2* 91.0 92.0 +1.0*
Cardiomegaly 29.5 404  +10.9* 21.1 33.8 +12.7*
Airspace Opacity 64.6 749  +10.37 80.4 83.5 +3.1*
Edema 58.4 709  +12.5* 73.4 80.2 +6.8*
Consolidation 46.3 53.2 +6.9* - - —

Pneumonia 46.7 46.8 +0.2 63.5 69.2 +5.7*
Atelectasis 48.8 56.3 +7.5* 60.5 66.5 +6.0*
Pneumothorax 69.5 829 +13.4* 89.7 93.2 +3.5*
Pleural Effusion 62.0 734  +11.4* 74.3 79.9 +5.6*
Macro Avg. 55.9 64.5 +8.6* 69.3 74.8 +5.5*

Table 5.4: Test set factual F; scores for all variables on the Stanford and RIH datasets. *
marks statistically significant improvements with p < .01 under a bootstrap test.

improvement of 2.5 ROUGE-L and 5.5% factual F; scores.

Fine-grained Correctness. To understand how improvements in individual variables con-
tribute to the overall improvement, we show the fine-grained factual F; scores for all vari-
ables on the Stanford and RIH datasets in Table 5.4. We find that on both datasets, improve-
ments in RLg,c can be observed on all variables tested. We further find that, as we change
the initialization across different training runs, while the overall improvement on factual F;
stays approximately unchanged, the distribution of the improvement on different variables
can vary substantially. Developing a training strategy for fine-grained control over different

variables is an interesting direction for future work.

Qualitative Results. In Figure 5.3 we present two example reports along with the human
references, the PG baseline outputs and RLg, ¢ outputs. In the first example, while baseline
output seems generic and does not include any meaningful observation, the summary from
the RLg,c model aligns well with the reference, and therefore achieves a higher factual
accuracy score. In the second example, the baseline model wrongly copied an observation
from the findings although the actual context is no longer evident, while the RLg,c model

correctly recognizes this and produces a better summary. We present more example reports
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Stanford Dataset

Background: radiographic examination of the chest ...

Findings: continuous rhythm monitoring device again seen projecting over the left heart. persistent low
lung volumes with unchanged cardiomegaly. again seen is a diffuse reticular pattern with interstitial
prominence demonstrated represent underlying emphysematous changes with superimposed increasing
moderate pulmonary edema. small bilateral pleural effusions. persistent bibasilar opacities left greater
than right which may represent infection versus atelectasis.

Human: increased moderate pulmonary edema with small bilateral pleural effusions. left greater than
right basilar opacities which may represent infection versus atelectasis.

PG Baseline (s = 0.33): no significant interval change.

RLR.c (s = 1.00): increasing moderate pulmonary edema. small bilateral pleural effusions. persistent
bibasilar opacities left greater than right which may represent infection versus atelectasis.

RIH Dataset

Background: history: lobar pneumonia, unspecified organism ...

Findings: lines/tubes: none. lungs: right middle lobe airspace disease seen on prior radiographs from
effusion or pneumothorax. heart and mediastinum: no cardiomegaly. thoracic aorta appears calcified
and mildly tortuous. bones: ...

Human: no acute cardiopulmonary abnormality.

PG Baseline (s = 0.75): right middle lobe airspace disease could represent atelectasis, aspiration or
pneumonia.

RLg.c (s = 1.00): no acute cardiopulmonary abnormality.

Figure 5.3: Truncated examples from the test sets along with human, PG baseline and
RLg,c outputs. Factual accuracy scores (s) are also shown for the model outputs. For the
Stanford example, clinical observations in the summaries are marked for clarity; for RIH,

in Figure 5.4.

5.4.2 Human Evaluation

To study whether the improvements in the factual correctness scores lead to improvement
in summarization quality under expert judgment, we run a comparative human evaluation
following previous work (Chen and Bansal, 2018; Dong et al., 2018) as well as our experi-
ments in Chapter 4. We sampled 50 test examples from the Stanford dataset, and for each

example we presented to two board-certified radiologists the full radiology findings along
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Stanford Dataset

Background: radiographic examination of the chest: <date> <time>. clinical history: <age> years
of age, with concern for pulmonary edema. procedure comments: 3 single views of the chest...

Findings: in the first chest radiograph from <date> at <time> there is interval intubation. left arm-
picc line remains in place. grossly unchanged persistent cardiomegaly, bilateral pleural effusion, and
mild pulmonary edema. severe djd of the left gh joint is noted. in the second chest radiograph there
is interval placement of a trialysis catheter in the left ij. no other significant changes are noted. in the
third chest radiograph from <date> at <time> there is an increased left basilar opacity likely reflecting
basilar consolidation, atelectasis or aspiration.

Human: in the final chest radiograph there is increased left basilar opacity likely reflecting basilar
consolidation, atelectasis or aspiration.

PG Baseline: interval intubation with placement of a trialysis catheter in the left ij. grossly unchanged
cardiomegaly, bilateral pleural effusion, and mild pulmonary edema.

RLR.c: interval placement of a trialysis catheter in the left ij. an increased left basilar opacity likely
reflecting basilar consolidation, atelectasis or aspiration or aspiration.

RIH Dataset

Background: post op cardiac surgery - check lines and tubes. technique: single view of the chest ob-
tained at <time> <date>...

Findings: lines/tubes: right ij sheath with central venous catheter tip overlying the svc. on initial radio-
graph, endotracheal tube between the clavicular heads, and enteric tube with side port at the ge junction
and tip below the diaphragm off the field-of-view; these are removed on subsequent film. mediastinal
drains and left thoracostomy tube are unchanged. lungs: low lung volumes. retrocardiac airspace dis-
ease, slightly increased on most recent film. pleura: small left pleural effusion. no pneumothorax. heart
and mediastinum: postsurgical widening of the cardiomediastinal silhouette. aortic arch calcification.
bones: intact median sternotomy wires.

Human: left basilar airspace disease and small left pleural effusion. lines and tubes positioned as above.

PG Baseline: lines and tubes as above. retrocardiac airspace disease, which may represent atelectasis,
aspiration, or pneumonia.

RLg.c: lines and tubes as described above. retrocardiac airspace disease, slightly increased on most
recent film. small left pleural effusion.

Figure 5.4: More examples from the test splits of both datasets along with human, PG base-
line and RLg,c summaries. In the first example, the baseline output successfully copied
content from the context, but missed important observations. In the second example, the
baseline output included some spurious facts that were not mentioned, and again neglected
some important observations. In neither examples the RLg,c outputs make perfect sum-
maries, but they represent better summaries than the baseline outputs.

with blinded summaries from 1) the human reference, 2) the PG baseline and 3) our RLg.¢

model. We shuffled the three summaries such that the correspondence cannot be guessed



CHAPTER 5. TOWARDS FACTUALLY CORRECT SUMMARIZATION 95

Metric Win Tie Lose
Our Model vs. PG Baseline
Fluency 7% 60% 33%
Factual Correctness 31% 55% 14%
Overall Quality 48% 24% 28%
Our Model vs. Human Reference
Fluency 17% 54% 29%
Factual Correctness 23% 49% 28%
Overall Quality 44% 17% 39%

Table 5.5: Results of the radiologist evaluation. The top three rows present results when
comparing our RLg,c model output versus the baseline model output; the bottom three rows
present results when comparing our model output versus the human-written summaries.

from the ordering of them. We then asked the radiologists to carefully read and compare

the three summaries based on the following three metrics:

1) Fluency: whether the presented summary uses fluent language and is easily under-
stood by domain experts. Examples of reports with bad fluency include those with

significant grammatical errors, or with unnatural or repetitive language.

2) Factual correctness and completeness: whether the summary contains correct and
complete information. Examples of factually incorrect summaries include those
which misses important observations, or include spurious observations that are not

consistent with the findings.

3) Overall quality. Examples of summaries with low overall quality include those
that are not fluent, factually incorrect or incomplete, highly verbose, or completely

irrelevant to the findings, etc.

For each metric we asked the radiologists to rank the three summaries, with ties al-
lowed. After the evaluation, we converted each ranking into two binary comparisons: 1) our
model versus the baseline model, and 2) our model versus human reference.

The results of this radiologist evaluation experiment are shown in Table 5.5. Compar-

ing our model against the baseline model, we find that: 1) in terms of fluency our model
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System Stanford perplexity RIH perplexity
Human 6.7 5.5
LexRank 10.8 36.9
BanditSum 9.9 40.9
PG Baseline 4.8 3.8
PG + RLg,c 6.5 4.8

Table 5.6: Perplexity scores obtained from the test set human references and model predic-
tions. All perplexity scores shown are evaluated by a neural language model trained on a
radiology impression dataset.

is less preferred, although a majority of the results (60%) are ties; and 2) our model wins
substantially more on factual correctness and overall quality. Comparing our model against
human references, we find that: 1) human wins more on fluency; 2) factual correctness
results are close, with 72% of our model outputs being at least as good as human; and
3) surprisingly, in terms of overall quality our model was slightly preferred by the radiol-
ogists compared to human references. This may be because factual correctness is a much
more important characteristic of radiology reports than fluency. Lastly, when comparing
the baseline model against human references, we find that outputs from the baseline model

are much less correct and lower-quality than human summaries.

5.5 Analysis

In this section we run an analysis on the summaries produced by our proposed summariza-
tion model, with the goal of understanding how and why the generated summaries differ

from those produced by the baseline models.

Fluency and Style of Summaries. Our human evaluation results in Section 5.4.2 suggest
that in terms of fluency our model output is less preferred than human reference and base-
line output. To further understand the fluency and style of summaries from different models
at a larger scale, we trained a neural language model (LM) for radiology summaries fol-

lowing previous work (Liu et al., 2018). Intuitively, radiology summaries which are more
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Figure 5.5: Distributions of the most frequent n-grams from model outputs. The upper
figure shows the distributions of the top 10 most frequent trigrams, while the lower figure
shows that of the top 10 most frequent 4-grams. Results shown were generated from the
Stanford test set. In both figures the RLg,cmodel presents more diverse use of n-grams that
are closer to human-written summaries.

fluent and consistent with humans in style should be able to achieve a lower perplexity
under this in-domain LM, and vice versa. To this end, we collected all human-written
summaries from the training and dev split of both datasets, which in total gives us about
222,000 summaries. We then trained a strong Mixture of Softmaxes LM (Yang et al., 2018)
on this corpus, and evaluated the perplexity of test set outputs for all models.

The results are shown in Table 5.6. We find that while extractive models can achieve
non-trivial overlap with references, their perplexity scores tend to be much higher than hu-

mans. We conjecture that this is because radiologists are trained to write the summaries
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with more compressed language than when they are writing the findings, therefore sen-
tences directly extracted from the findings tend to be more verbose than needed.

We further observe that the baseline model achieves even lower perplexity than humans,
and our proposed method leads to a perplexity score much closer to human references. We
hypothesize that this is because models trained with teacher-forcing are prone to generic
generations which are fluent and relevant but may not be factually correct. Training with
the proposed rewards alleviates this issue, leading to summaries more consistent with hu-
mans in style. For example, we find that no significant interval change is a very frequent
generation from the baseline, regardless of the actual input. This sentence occurs in 34%
of the baseline outputs on the Stanford dev set, while the number for RLg,¢ and human are
only 24% and 17%.

Our hypothesis is further confirmed when we plot the distribution of the top 10 most
frequent trigrams and 4-grams from different models in Figure 5.5: while the baseline
heavily reuses the few most frequent trigrams, our model RLg,¢ tends to have more diverse

summaries which are closer to human references. The same trend is observed for 5-grams.

5.6 Summary and Limitations

In this chapter we extended the neural summarization model that we developed in Chap-
ter 4, and presented a general framework and a training strategy to improve its factual
correctness. Our method relies on an information extraction system to fact-check the gen-
erated summary against its reference, and then on a reinforcement learning-based training
technique for optimization. We applied our approach to the summarization of radiology
reports on datasets collected from two separate hospitals, and showed its success via both
automatic and radiologist evaluation. We further showed via examples and analysis that
our model leads to improved correctness for all clinical variables tested, and is able to pro-
duce summaries that are more diverse and have styles more consistent with human-written
summaries.

Our study also yields some general takeaways for developing neural text summarization

systems:
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e In a domain with a limited space of facts such as radiology reports, a carefully im-
plemented IE system can be used to improve the factual correctness of neural sum-

marization models via RL;

e Even in the absence of a reliable IE system, optimizing the ROUGE metrics via RL

can substantially improve the factual correctness of the generated summaries.

Limitations While we showed the success of our approach, we also recognize several

important limitations of our study.

e Our proposed training strategy crucially depends on the availability of an external IE
module. While this IE module is relatively easy to implement for a domain with a
limited space of facts, how to generalize this method to open-domain summarization

remains unsolved.

e Our study was based on a rule-based IE system, which often suffers from limited
robustness and generalizability. The use of a more robust statistical IE model can

potentially improve the results.

e We mainly focus our study on key factual errors which result in a flip of the binary
outcome of an event (e.g., presence of disease), whereas factual errors in generated
summaries can occur in other forms such as wrong adjectives or coreference errors
(Kryscinski et al., 2019a). These errors tend to be more subtle and the detection of
them often requires deeper understanding of the text, or with the help of other text

analysis systems such as a dependency parser or a coreference resolution system.

Since the original publication of our study, some alternative means for verifying the
factual consistencies of neural summarization models have been proposed and studied,
with some addressing the limitations mentioned above. In particular, Kryscinski et al.
(2020) have proposed a transformer-based consistency checking model and a weakly su-
pervised approach to train this model for detecting inconsistencies in newswire summariza-
tion. Maynez et al. (2020) conducted a systematic study of the factuality and faithfulness
of existing neural summarization models, and found that large pretrained models tend to

be more consistent than models trained from scratch with a particular dataset. Wang et al.
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(2020) and Durmus et al. (2020) studied QA-based methods for detecting inconsistencies
in the generated summaries for newswire summarization. Despite these efforts, how to de-
tect factual inconsistencies and how to further improve the consistency of generated text in

different domains remain open research questions.

So far in this dissertation, we have focused on the understanding of biomedical scien-
tific text and clinical text such as the radiology report. Although these forms of text are
major media for documentation and communication in medicine, it is important to realize
that text is not the only modality of data in medicine. Among all other data modalities,
image data is a particularly important one. Medical images provide valuable information
of the interior of a human body for clinical analysis and medical intervention, and are thus
produced routinely in medical practice. For this reason, the automated understanding and
processing of medical images has been a long-standing mission of the artificial intelligence
community, but the complexity of these images has posed a significant challenge.

Fortunately, these images often co-occur or are used in conjunction with clinical text
data for communication purposes. In the next chapter, we will discuss why this provides
unique opportunities as well as challenges to transfer our understanding of the textual
knowledge to the understanding of these images, and present a novel framework based

on unsupervised learning to accomplish this goal.



Chapter 6

Joint Medical Text and Image
Understanding

In the previous chapters, we have focused on the understanding and generation of different
genres of medical text, such as biomedical scientific text or clinical report text. While
our studies have revealed important means to access actionable biomedical knowledge and
to improve communication in healthcare, we have restricted our scope to this single data
modality. It is important to realize that text often co-occurs, or is used in conjunction
with other important data modalities in medicine (Raghupathi and Raghupathi, 2014; Belle
et al., 2015).

Among all these modalities, images are a particularly crucial one. Medical images,
such as X-ray or pathology images, provide interior views of a human body and visual
representations of a tissue’s function, and are an important means for clinical diagnosis
and medical intervention (Branstetter, 2009). Moreover, medical images are abundant in
healthcare. For example, it was estimated that approximately 1 billion radiologic imaging
examinations are performed worldwide annually (Bruno et al., 2015). This statistic does
not include other common imaging types such as nuclear or ultrasound imaging, and the
trend is still growing. This represents a huge proportion of the data produced and used in
the healthcare systems worldwide.

The interpretation of these medical images is typically done manually by relevant med-

ical experts such as radiologists. However, this task can be highly challenging for even the

101



CHAPTER 6. JOINT MEDICAL TEXT AND IMAGE UNDERSTANDING 102

most skilled experts, and as a result, the estimated prevalence of radiologic error can go
from 4% to a striking ratio of 30% depending on the exam types and patient population
(Bruno et al., 2015). This motivates the need for the development of systems that automate
the understanding and interpretation of medical images.

The recent surge of deep neural architectures for visual recognition has driven rapid
progress in automated medical image understanding (Gulshan et al., 2016; Esteva et al.,
2017; De Fauw et al., 2018; Rajpurkar et al., 2018b). However, with expert-level perfor-
mance achieved only in some specialties and under specific circumstances, medical image
understanding remains a difficult task for the majority of medical specialties, mainly due
to its challenging nature and the extreme scarcity of annotated data.

Existing work on medical image understanding has followed two general approaches
to obtain annotations for medical imaging tasks. The first approach has been using high-
quality annotations created by medical experts (Abramoff et al., 2016; Gulshan et al., 2016;
Shih et al., 2019; Wang and Wong, 2020). However, obtaining annotations from medical
experts is usually much more expensive than crowdsourcing from non-experts. As a re-
sult, datasets created in this way are often orders of magnitude smaller than natural image
datasets such as ImageNet (Russakovsky et al., 2015). To remedy this, existing work on
medical imaging has relied heavily on transferring model weights from ImageNet pretrain-
ing (Wang et al., 2017; Esteva et al., 2017; Irvin et al., 2019). This approach is suboptimal
because, as shown in Figure 6.1, medical image understanding often requires representa-
tions of very fine-grained visual features that are drastically different from those required
for identifying objects in natural scenes. For example, understanding that the left image
in Figure 6.1 represents “cardiomegaly” requires a model to recognize the enlarged car-
diac contour as represented by the gray shadow in the white box; similarly, recognizing
the “pleural effusion” in the right image requires a model to identify the subtle blunted
angle near the lateral lower lung, due to the presence of excess fluid in the area. As a re-
sult of these disparate image characteristics between medical and natural images, Raghu
et al. (2019) found that ImageNet pretraining often provides little to no benefit compared
to simple random initialization.

A second popular approach is motivated by the observation that a medical image is

often produced in conjunction with its clinical textual descriptions in a typical imaging
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Severe cardiomegaly Radiograph shows
is noted in the image pleural effusion in
with enlarged... the right...

Figure 6.1: Two example chest radiograph images along with sentences from their paired
textual reports. The two images correspond to different abnormality categories. For both
images we also show example views (in dashed box) indicative of their characteristics.

workflow. As we have already shown in previous chapters (see Figure 4.1), the free-text ra-
diology report is a common way for radiologists to document and communicate their image
interpretations. Figure 6.1 also demonstrates the expert-written textual descriptions of two
example medical images. Therefore, this second approach attempts to address annotation
scarcity by using expert-crafted rules or patterns to extract labels from the textual reports
accompanying the medical images. This approach has led to datasets of larger scale, since
the text data paired with medical images are often produced naturally by medical experts
and are abundant in a typical hospital’s IT systems. Nevertheless, this rule-based label ex-
traction approach has three important limitations. First, the rules or patterns used in the
systems are often inaccurate, leading to misleading extracted labels. Second, the rules are
often limited to a few major abnormality categories (Wang et al., 2017), resulting in very
inefficient use of the textual report data. And third, these rules are often domain-specific
and sensitive to the style of the text, making cross-domain and cross-institution general-
ization difficult (Irvin et al., 2019). An example of a rule-based label extraction approach,
but also evidence of its domain-specificity and sensitivity to textual style was seen in the
CheXpert information extraction system used in Chapter 5.

In efforts to make more efficient use of unlabeled image data, several recent studies
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have shown promising results on classifying natural images via the use of unsupervised
contrastive representation learning methods (Chen et al., 2020a; He et al., 2020; Grill et al.,
2020). However, as we will show in this chapter, applying these image view-based con-
trastive methods to medical images provides only marginal benefits compared to ImageNet
pretraining, a result mostly due to the high inter-class similarity of the medical images as
in Figure 6.1.

For these reasons, in this chapter, we extend our work on clinical text understanding, but
focus on improving visual representations of medical images by harnessing the power of
deep understanding of the abundant textual data accompanying the images. Meanwhile, we
achieve this goal via unsupervised statistical learning, eliminating the inaccuracy and inef-
ficiency of traditional rule-based approaches. To this end, we present Contrastive VIsual
Representation Learning from Text (ConVIRT), a framework for learning visual representa-
tions by exploiting the naturally occurring pairing of images and textual data. ConVIRT im-
proves visual representations by maximizing the agreement between true image-text pairs
versus random pairs via a bidirectional contrastive objective between the image and text
modalities. We apply ConVIRT to the pretraining of medical image encoders, and show
that it leads to higher-quality in-domain image representations that capture the subtlety of
visual features required for medical image understanding tasks.

Compared to existing methods, ConVIRT has the advantages of utilizing the paired text
data in a way agnostic to the medical specialty and requiring no additional expert input.
This allows us to evaluate ConVIRT by transferring its pretrained weights to 4 different
medical image classification tasks covering 2 different medical specialties. We find that the
resulting models outperform all baseline initialization approaches, including the standard
ImageNet pretraining and several strong baselines that also utilize the paired text data.
ConVIRT further improves upon popular image-only unsupervised learning methods such
as SIMCLR (Chen et al., 2020a) and MoCo v2 (Chen et al., 2020b). Most notably, we show
that in all 4 classification tasks, ConVIRT requires only 10% as much labeled training data
as an ImageNet initialized counterpart to achieve better or comparable performance. We
further evaluate ConVIRT on two new zero-shot retrieval tasks, an image-image and a text-
image retrieval task, and also find it superior to all baselines, corroborating the high quality

of the learned representations.
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To summarize, this chapter makes the following key contributions:

1) We propose ConVIRT, a general unsupervised framework for learning visual repre-

sentations from the paired textual data;

2) We apply ConVIRT to pretrain medical image encoders on two unsupervised medical

image-text datasets of different specialties;

3) We evaluate the pretrained encoders on 4 benchmark medical image classification
tasks and show that they outperform both ImageNet pretraining and baseline image

view-based contrastive learning;

4) We further collect two new zero-shot medical image retrieval datasets, and show that

encoders pretrained with ConVIRT substantially outperform baselines on these tasks.

This chapter is organized as follows. In Section 6.1, we give a formal definition of our
representation learning framework, and describe ConVIRT and its implementation in detail.
In Section 6.2, we describe our pretraining and evaluation datasets, baseline models as well
as our experimental settings in detail; we also introduce how we collect the new zero-shot
medical image retrieval datasets. We present our experimental results in Section 6.3, and
provide more in-depth analysis of ConVIRT in Section 6.4. Lastly, we summarize our key

findings in Section 6.5, and highlight some directions for future work.

6.1 Methods

6.1.1 Learning Framework Definition

To formally define our representation learning setting, we assume paired input (x,, X,)
where x,, represents one or a group of images, and x,, represents a text sequence which de-
scribes the imaging information in x,. Our goal is to learn a parameterized image encoder
function f,, which maps an image to a fixed-dimensional vector. We are then interested in
transferring the learned image encoder function f, into downstream tasks, such as classifi-
cation or image retrieval. In this work, we model the encoder function f, as a convolutional

neural network (CNN), as is commonly done in medical image understanding work.
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Figure 6.2: Overview of the proposed ConVIRT framework. The blue and green shades
represent the image and text encoding pipelines, respectively. x, and x, represent input
batches of images and text, respectively; ¢, and ¢, represent image and text transformation
functions; f, and f, represent encoders; and g, and g, represent projection functions. Our
method relies on maximizing the agreement between the true image-text representation
pairs with bidirectional losses £(*~%) and ¢(“—v),

We note that while input image-text pairs (x,,X,,) are often non-trivial to obtain for
natural images, they naturally exists for many medical domains and are readily usable. In
particular, medical experts such as radiologists produce textual descriptions of images as
part of their routine workflow, and as a result, paired medical image-text data is often stored
in abundance in a typical hospital’s IT system, some of which are also made available as

public resources (Demner-Fushman et al., 2016; Johnson et al., 2019).

6.1.2 Contrastive Visual Representation Learning from Text

An overview of our method, ConVIRT, for learning the image encoder f, is shown in
Figure 6.2. At a high level, our method converts each input image x, and text x, into
d-dimensional vector representations v and u respectively, following a similar processing
pipeline. Our method then learns the image and text representation functions by maxi-
mizing the agreement between true image-text representation pairs, while minimizing the
agreement between randomly sampled pairs.

For each input image x,,, our method starts by drawing a random view X, from x,, with
a sampled transformation function ¢, ~ 7, where T represents a family of stochastic image

transformation functions described later. Next, the encoder function f, transforms x,, into a
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fixed-dimensional vector h,, followed by a non-linear projection function g, which further

transforms h,, into vector v:

v :gv(fv<)~(v))> (61)

where v € R?. Similarly, for each text input x,, we draw a span X,, from it following
a sampling function ¢,, and obtain a text representation u with a text encoder f, and a

projection function g, as:

u = gu<fu()~(u»a (6.2)

where u € R%. The projection functions g, and g, project representations for both modali-
ties from their encoder space to the same d-dimensional space for contrastive learning.

At training time, we sample a minibatch of N input pairs (x,, X,) from training data,
and calculate their representation pairs (v, u). We now use (v;, u;) to denote the ¢-th pair in
the input batch. The training objective of ConVIRT involves two loss functions. The first

loss function is an image-to-text contrastive loss for the ¢-th pair:

exp((vi, u;)/7)
Sy exp((vi, ug)/7)°

g(v—m)

; = —log (6.3)
where (v;, u;) represents the cosine similarity, i.e., (v,u) = v'u/||v||||u|; and T € R*
represents a temperature parameter. This loss takes the same form as the InfoNCE loss
(Oord et al., 2018), and it was shown that minimizing this loss leads to encoders that maxi-
mally preserve the mutual information between the true pairs under the representation func-
tions. Intuitively, it is also the log loss of an /NV-way classifier that tries to predict (v;, u;) as
the true pair. Note that unlike previous work which use a contrastive loss between inputs
of the same modality (Chen et al., 2020a; He et al., 2020), our image-to-text contrastive
loss is asymmetric for each input modality. We therefore define a similar text-to-image

contrastive loss as:
g(u—w) _ IOg eXp(<u7La Vi>/7—)

1 > exp({uy, vi) /1)

(6.4)
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Our final training loss is then computed as a weighted combination of the two losses aver-

aged over all positive image-text pairs in each minibatch:
1 v—=Uu u—v
£:NZ<M§*)+(1—A)£§“), 6.5)

where A € [0, 1] is a scalar weight.

6.1.3 Realization

We note that our ConVIRT framework defined above is agnostic to the specific choice of
image and text encoders, transformations and projection functions. In our particular imple-
mentation, following previous work (Chen et al., 2020a), we model g, and g, as separate
learnable single-hidden-layer neural networks, i.e., g,(-) = W®a(W1)(.)) where o is a
ReL.U non-linearity, and similarly for g,.

For the image encoder f,,, we use the ResNet50 architecture (He et al., 2016) for all ex-
periments, as it is the architecture of choice for much medical imaging work and is shown to
achieve competitive performance. For the text encoder f,, we use a BERT encoder (Devlin
et al., 2019) followed by a max-pooling layer over all output vectors. We also experi-
mented with using a mean-pooling layer or using the special [CLS] token representation
from BERT as our pooling strategy (Reimers and Gurevych, 2019), and found max-pooling
achieved the best overall performance, and therefore used it consistently across all experi-
ments.

For the image transformation family 7 where ¢, is sampled from, we use sequential
applications of five random transformations: cropping, horizontal flipping, affine transfor-
mation, color jittering and Gaussian blur. Different from previous work on contrastive
visual representation learning (Chen et al., 2020a,b), we only apply brightness and contrast
adjustments in color jittering, due to the monochrome nature of the medical images. For
the text transformation function ¢,,, we apply a simple uniform sampling of a sentence from
the input document x,, (i.e., X, is a randomly sampled sentence from x, for each mini-
batch). We did not use a more aggressive transformation mainly because sampling at the

sentence level can preserve the semantic meaning of the sampled spans.
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6.2 Data & Experiments

We now introduce the paired datasets that we used for contrastive pretraining and the down-
stream tasks and datasets that we used to evaluate the pretrained image encoders. We then
introduce the baseline methods that we compare our contrastive pretraining method against
in our experiments. We also include our implementation and model training details, as well

as our dataset collection details at the end of this section.

6.2.1 Data for Pretraining

We test our ConVIRT framework by pretraining two separate image encoders covering

different medical specialties using two separate paired image-text datasets:

e Chest image encoder: We use version 2 of the public MIMIC-CXR database (John-
son et al., 2019), which is a collection of chest radiograph images paired with their text
reports, and since its release has become a standard resource for studying multi-modal
modeling of medical images. After preprocessing, this dataset contains a total of about
217k image-text pairs, with each pair containing an average of 1.7 images and 6.0 sen-

tences.

e Bone image encoder: We obtain a collection of musculoskeletal image-text pairs from
the Rhode Island Hospital system. Following chest images, musculoskeletal images
constitute the second most common type of radiograph images in a typical hospital. This
dataset contains a total of 48k image-text pairs, with each pair containing an average of

2.5 images and 8.0 sentences.

We include model implementation and pretraining details in Section 6.2.4.

6.2.2 Evaluation Tasks & Data

We evaluate our pretrained image encoders on three downstream medical imaging tasks:
image classification, image-image retrieval and text-image retrieval. We now describe each

of the evaluation settings as well as the datasets used.
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Image Classification. We evaluate our pretrained image representations on four repre-

sentative medical image classification tasks:

e RSNA Pneumonia Detection (Wang et al., 2017; Shih et al., 2019): this task involves
binary classification of a chest radiograph image into either a pneumonia or a normal
category. We used the original version of this dataset available at its Kaggle page,'
which contains 25184/1500/3000 annotated images in its training/validation/test sets,

respectively.

e CheXpert image classification (Irvin et al., 2019): this task involves multi-label binary
classification of a chest image for five individual labels, i.e., atelectasis, cardiomegaly,
consolidation, edema and pleural effusion. We downloaded the original version of this
dataset from its official website.> Since the original expert-labeled test set of this dataset
is hidden and not included as part of the release, we instead followed Raghu et al. (2019)
and used the original expert-labeled validation set as our test set, and randomly sampled
5000 images from the original training set for validation purpose. The resulting dataset
contains 218414/5000/234 images in each split.

e COVIDx image classification (Wang and Wong, 2020): This task involves multi-class
classification of a chest image into one of COVID19, non-COVID pneumonia or normal
categories. We prepared this dataset following the scripts provided by its authors.> We
used the version 4 of this dataset, the latest version at the time of this work. We addi-
tionally randomly sampled 300 images from the training set for validation, resulting in a
dataset with 13598/300/300 images in each split.

e MURA bony abnormality detection (Rajpurkar et al., 2018a): This task involves binary
classification of a musculoskeletal image into abnormal or normal. We downloaded the
original version of this dataset from its website.* Similar to the CheXpert dataset, we
again used the original validation set as our test set, and randomly sampled 10% images

from the training set for validation, resulting in a dataset with 33078/3730/3197 images

https://www.kaggle.com/c/rsna-pneumonia-detection-challenge
https://stanfordmlgroup.github.io/competitions/chexpert/
3https://github.com/lindawangg/COVID-Net
“https://stanfordmlgroup.github.io/competitions/mura/
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in each split. Different from the other 3 datasets, the MURA dataset uses patient-level
evaluation, meaning that the prediction results from different images of the same patient
needs to be aggregated to produce a final prediction for the patient, which is then scored
against the gold patient label. We therefore followed Rajpurkar et al. (2018a) and at
test time aggregated result for a patient by averaging the predicted probabilities from

multiple images.

We report test accuracy for COVIDx given its balanced test set, and report the stan-
dard area under the receiver operating characteristic curve (AUC) metric for other tasks
following previous work.

Following previous work on unsupervised visual representation learning (Hénaff et al.,
2020; Chen et al., 2020a; He et al., 2020), for all classification tasks, we evaluate each pre-
trained image encoder under two individual settings: a linear classification setting, where
the pretrained CNN weights are frozen and only a randomly initialized linear classification
head is trained for the task; and a fine-tuning setting, where both the CNN weights and
the linear head are fine-tuned together. The two settings complement each other for evalu-
ation purposes: while the linear setting directly evaluates the quality of the extracted image
features with the pretrained CNN, the fine-tuning setting more closely resembles how the
pretrained CNN weights are used in practical applications.

To further compare the data efficiency of different pretraining methods, for each setting
we evaluate the image encoders with 1%, 10% and all training data, respectively (except
for the COVIDx dataset where we omit the 1% setting due to the scarcity of data for some
categories). To control the variance in results, for all settings and models, we report average

results aggregated over 5 independent training runs.

Zero-shot Image-image Retrieval. This evaluation is similar to the conventional content-
based image retrieval setting in which we search for images of a particular category using
a representative query image. For evaluation, a group of query images and a larger col-
lection of candidate images, each with a categorical label, are given to a pretrained CNN
encoder. We encode each query and candidate image with this encoder, and then for each
query, rank all candidates by their cosine similarities to the query in descending order.

Since a widely-used annotated benchmark for this setting is not available, we create our
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own dataset by re-using existing annotations in the CheXpert dataset (Irvin et al., 2019)
and additional expert annotations from a board-certified radiologist. The resulting dataset
covers 8 different chest abnormality categories, each with 10 expert-annotated query and
200 candidate images. We include the detailed collection and annotation procedure in Sec-
tion 6.2.5, and refer to this dataset as CheXpert 8 x200 Retrieval Dataset. We focus our
evaluation on retrieval precision, and evaluate our models with Precision @k metrics where
k= 5,10, 100.

Zero-shot Text-image Retrieval. This setting is similar to the image-image retrieval set-
ting, but instead of using query images, we retrieve images of a particular category with
textual queries. For this purpose, we ask a radiologist to write 5 diverse and representative
textual descriptions for each of the 8 abnormality categories for the same CheXpert 8x200
candidate images (see Section 6.2.5 for details). At test time, for each query we encode its
text with the learned text encoder f, and then retrieve from candidate images in a similar
way. This evaluation not only evaluates the quality of the learned image representations,
but also the alignment between the text representations and the image representations. We

again use Precision @£ metrics where £ = 5, 10, 100.

6.2.3 Baseline Methods

We compare ConVIRT against the following standard or competitive initialization methods:

e Random Init.: For all tasks we initialize the ResNet50 image encoder with its default

random initialization.

e ImageNet Init.. We initialize ResNet50 with weights pretrained on the standard Ima-
geNet ILSVRC-2012 task (Russakovsky et al., 2015). We include this as a baseline since
ImageNet pretraining remains a dominant approach for medical imaging work (Raghu
et al., 2019).

e Caption-LSTM: We initialize the ResNet50 weights by first pretraining it with an im-
age captioning task using the standard CNN-LSTM with attention architecture (Xu et al.,

2015a). For the captioning task, we train the model to decode the paired textual report
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from the encoded image representations. Compared to the random or ImageNet initial-
izations, this is an “in-domain” initialization baseline which uses the paired text data for

representation learning.

e Caption-Transformer: In this initialization method we replace the CNN-LSTM model
in Caption-LSTM with a CNN-Transformer-based captioning model in Cornia et al.
(2020), which recently achieves state-of-the-art results on the COCO image captioning
benchmark (Lin et al., 2014).

e Contrastive-Binary: This baseline differs from our method by contrasting the paired
image and text representations with a binary classification head, as is widely done in
visual-linguistic pretraining work (Tan and Bansal, 2019; Su et al., 2020). For each
input pair, we first project encoder outputs h, and h, into the same dimension with
linear layers, concatenate them, and use a MLP network to predict a binary probability
of whether the input is a real or a “fake” pair, which we train with a standard binary cross-
entropy loss. During training, for each (x,, X,) pair in the training set, we construct a
“fake” pair by replacing x, with a randomly sampled one from the dataset. We expect
that this binary classification task requires the encoder to learn reasonable representations

of the input images, and therefore is a stronger in-domain initialization baseline.

For fair comparison, for all baselines that require paired image-text data, we use the
same paired datasets as in our contrastive pretraining. For the captioning-based methods,
we use the model checkpoints that achieve the best CIDEr score (Vedantam et al., 2015) on

a held-out validation set.

6.2.4 Model Implementation and Training Details

Pretraining Dataset Preprocessing. For the MIMIC-CXR chest radiograph dataset, we
use the publicly available JPG version of it.” For both the MIMIC-CXR chest dataset and
the Rhode Island Hospital bone image datasets, we resize the image files to have a size of
256 on the larger side. For the textual radiology report data, we first tokenize all reports

with the default English tokenizer in version 4.0.0 of the CoreNLP library (Manning et al.,

Shttps://physionet.org/content/mimic-cxr-jpg/2.0.0/
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2014). Next, we keep only the Findings and Impression sections and remove all other
sections. We remove all image-text pairings from the dataset where the text section is
empty or has less than 3 tokens. This preprocessing procedure gives us about 217k total
image-text pairs for pretraining our chest image encoder and 48k total pairs for pretraining

our bone image encoder.

Image and Text Encoders. For the image encoder, we use the standard ResNet50 im-
plementation provided by the torchvision library. For the text encoder, we use the BERT
base encoder offered by the Transformers library (Wolf et al., 2020) and initialize it with
the ClinicalBERT model (Alsentzer et al., 2019) pretrained on the MIMIC clinical notes.
We also experimented with training a specialized BERT encoder on a large collection of
radiology notes but found that it made no substantial difference in the pretraining results.
At pretraining time we freeze the embeddings and the first 6 layers of this BERT encoder,

and only fine-tune the last 6 layers for our contrastive task.

Other Hyperparameters of ConVIRT. For contrastive learning, we use projection lay-
ers with an output dimension d = 512, a temperature value 7 = 0.1, a loss weight A = 0.75.
These hyperparameter settings are obtained by comparing the linear evaluation validation
scores on the RSNA image classification task with the pretrained ResNet50 weights. For
the image transformation family 7, we adopt the implementations offered by the torchvi-
sion library.® We apply random cropping with a ratio sampled from [0.6,1.0]; horizon-
tal flipping with p = 0.5; affine transformation with a degree sampled from [—20, 20],
max horizontal and vertical translation fractions of 0.1, and a scaling factor sampled from
[0.95,1.05]; color jittering with brightness and contrast adjustment ratios sampled from
0.6, 1.4]; and Gaussian blur with o € [0.1,3.0]. All images are resized to 224 x224 after
the transformation ¢, is applied. Limited by computational resources, we arrive at these im-

age transformation parameters via preliminary experiments rather than a systematic search.

ConVIRT Pretraining Details. At pretraining time, for each dataset, we randomly sam-

ple 5k image-text pairs to form a held-out validation set. We we use the Adam optimizer

Shttps://github.com/pytorch/vision


https://github.com/pytorch/vision

CHAPTER 6. JOINT MEDICAL TEXT AND IMAGE UNDERSTANDING 115

(Kingma and Ba, 2015) with an initial learning rate of 1e-4 and weight decay of le-6. We
initialize the image encoder with ImageNet pretrained weights at the beginning of pretrain-
ing, and use a fixed batch size of 32. We calculate the validation loss every 5000 steps,
and if the validation loss does not decrease after 5 straight evaluation runs, we anneal the
learning rate by a factor of 0.5. We stop pretraining after 200 evaluation runs, and save
the model checkpoint that achieves the lowest validation loss. For efficiency, we employ
mixed-precision training, and for reference, the whole pretraining run on the MIMIC-CXR
dataset took about 3 days on a single Titan RTX GPU card.

Classification Model Training Details. For all classification models that require Im-
ageNet pretrained initialization, we use the pretrained weights from torchvision, which
achieves an ImageNet top-5 error rate of 7.13%. For all datasets, we first zero-pad the in-
put image to be square, and then resize it to be 224 x224. For training, we use the Adam
optimizer with an initial learning rate of 1e-3 for the COVIDx task and le-4 for the other
three tasks. We additionally apply a weight decay of le-6 and a dropout before the last
classification layer with p = 0.2 in all tasks. All classification models are trained with a
batch size of 64. In the fine-tuning evaluation setting, we first “warmup” the classification
head by freezing the CNN weights and only training the classification head with a learning
rate of 1e-3 for 200 steps, after which we unfreeze the CNN weights and fine-tune the entire
network together. Validation score is obtained after each epoch of training and we anneal
the learning rate by a factor of 0.5 if the validation score is not improved after 3 epochs.
The training is stopped after no validation improvement is observed for 10 straight epochs,
at which point the model checkpoint with the highest validation score is evaluated on the

test set.

6.2.5 Collection of Zero-Shot Retrieval Datasets

We now describe our collection procedures for the zero-shot image-image and text-image

retrieval datasets used in our experiments.
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Image-image Retrieval Dataset Collection

We create the CheXpert 8 x200 Retrieval Dataset with 8 different abnormality categories
commonly found in Chest radiograph images, including atelectasis, cardiomegaly, edema,
fracture, pleural effusion, pneumonia, pneumothorax and a special no finding category
indicating that no obvious abnormality is found in the image. We create the dataset by
reusing existing rule-labeled annotations in the CheXpert dataset (Irvin et al., 2019) and
additional expert annotations. To create the candidate images for a category label ¢, we go
through all images in the CheXpert training set, and keep an image as a candidate image
if only its label for / is positive and all other categories negative. We only include images
with this “exclusive positivity” as candidate images, mainly to avoid confounding results
between categories in retrieval evaluation.

To create the query images for a category ¢, we again first pre-select 50 exclusively
positive images for this category in the CheXpert training set (with all candidate images
excluded). Next, we ask a board-certified radiologist to examine each of the 50 images,
and exclude images that: 1) might indicate additional abnormalities other than ¢, 2) have
uncommon color or contrast distortions in the image, or 3) are not well posed during the
capture of the image. This procedure is mainly to avoid including query images that have
uncommon features and may therefore bias the retrieval evaluation results. At the end, we
aggregate the annotation results from the radiologist and keep 10 query images for each

abnormality category.

Text-image Retrieval Dataset Collection

For the text-image retrieval dataset, we first reuse all candidate images from the CheXpert
8% 200 image-image retrieval dataset described above, with 200 images for each of 8 cate-
gories. To create the textual queries for each abnormality category, we ask a board-certified
radiologist to write at least 5 different sentences that he will use to describe this abnormal-
ity in radiology reporting. We additionally set the following requirements: 1) the sentences
must describe the category with no ambiguity and must not include other categories; 2) the

sentences must be diverse from each other; and 3) the sentences should not include very
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Image Category Example Textual Query

Atelectasis Platelike opacity likely represents atelectasis.

Cardiomegaly The cardiac silhouette is enlarged.

Edema The presence of hazy opacity suggests interstitial pulmonary edema.
Fracture A cortical step off indicates the presence of a fracture.

Pleural Effusion The pleural space is partially filled with fluid.

Pneumonia A pulmonary opacity with ill defined borders likely represents pneumonia.
Pneumothorax A medial pneumothorax is present adjacent to the heart.

No Finding No clinically significant radiographic abnormalities.

Table 6.1: Example textual queries for each of the 8 categories in the text-image retrieval
task. Only one example query is shown for each category.

specific anatomic locations or rare clinical observations. At the end, we aggregate the re-
sults and keep 5 textual queries for each abnormality category. For reference, we present

example textual queries in Table 6.1.

6.3 Results

We now describe the experimental results of the classification and zero-shot retrieval tasks,

and highlight our main findings.

6.3.1 Classification Tasks

Linear Classification. We present all linear classification results for the medical imaging
tasks in Table 6.2a. We find that compared to random initialization, ImageNet initializa-
tion provides markedly better representations, despite pretrained on a very different domain
of images; in-domain image initialization methods that use paired image-text data further
improve over ImageNet initialization in almost all settings. Among the in-domain initial-
ization methods, our proposed ConVIRT pretraining achieves the best overall results in all
settings. Notably, we find that on three out of the four tasks, with only 1% training data
ConVIRT is able to achieve classification results better than the default ImageNet initial-
ization with 100% training data, highlighting the high quality of the learned representations
from ConVIRT.
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(a) Linear Classification.

RSNA (AUC) CheXpert (AUC) COVIDx (Accu.) MURA (AUC)

Method 1% 10% all 1% 10% all 10% all 1% 10% all
General initialization methods

Random Init. 55.0 67.3 723 582 63.7 66.2 69.2 73.5 50.9 56.8 62.0
ImageNet Init. 82.8 85.4 86.9 757 79.7 81.0 83.7 88.6 63.8 74.1 79.0

In-domain initialization methods

Caption-Transformer 84.8 87.5 89.5 77.2 82.6 83.9 80.0 89.0 66.5 763 81.8
Caption-LSTM 89.8 90.8 91.3 85.2 853 86.2 84.5 91.7 75.2 81.5 84.1
Contrastive-Binary ~ 88.9 90.5 90.8 84.5 85.6 85.8 80.5 90.8 76.8 81.7 85.3
ConVIRT (Ours) 90.7 91.7 92.1 859 86.8 87.3 85.9 91.7 81.2 85.1 87.6

(b) Fine-tuning.

RSNA (AUC) CheXpert (AUC) COVIDx (Accu.) MURA (AUC)

Method 1% 10% all 1% 10% all 10% all 1% 10% all
General initialization methods

Random Init. 719 82.2 88.5 704 81.1 85.8 754 87.7 56.8 61.6 79.1
ImageNet Init. 83.1 87.3 90.8 80.1 84.8 87.6 844 90.3 72.1 81.8 87.0

In-domain initialization methods

Caption-Transformer 86.3 89.2 92.1 81.5 86.4 88.2 88.3 92.3 75.2 83.2 87.6
Caption-LSTM 87.2 88.0 91.0 83.5 85.8 87.8 83.8 90.8 78.7 83.3 87.8
Contrastive-Binary ~ 87.7 89.9 91.2 86.2 86.1 87.7 89.5 90.5 80.6 84.0 88.4
ConVIRT (Ours) 88.8 91.5 92.7 87.0 88.1 88.1 90.3 924 81.3 86.5 89.0

Table 6.2: Results for the medical image classification tasks: (a) linear classification set-
ting; (b) fine-tuning setting. All results are averaged over 5 independently trained models.
Best results for each setting are shown in boldface. The 1% setting for the COVIDx dataset
is omitted due to the scarcity of labels in COVIDx.

Fine-tuning. We show the fine-tuning evaluation results in Table 6.2b. Similar to the
linear setting, we find that: 1) ImageNet initialization is again better than random initial-
ization with smaller margins; 2) all in-domain initialization methods are better than the
popular ImageNet initialization in most settings; and 3) our proposed ConVIRT pretrain-
ing again achieves the best overall results in 10 out of the 11 settings, with the exception
of the CheXpert dataset with all training data used, where the result of ConVIRT is similar
to that of the Caption-Transformer result. Most notably, on all datasets, with only 10%
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Image-Image Retrieval Text-Image Retrieval
Method Prec@5 Prec@10 Prec@50 Prec@5 Prec@10 Prec@50
Random 12.5 12.5 12.5 12.5 12.5 12.5
ImageNet 14.8 14.4 15.0 - - -
In-domain initialization methods
Caption-Transformer 29.8 28.0 23.0 - - -
Caption-LSTM 34.8 329 28.1 - - -
Contrastive-Binary 38.8 36.6 29.7 15.5 14.5 13.7
ConVIRT (Ours) 45.0 42.9 35.7 60.0 57.5 48.8

Fine-tuned
ConVIRT + CheXpert Supervised ~ 56.8 56.3 48.9 - - -

Table 6.3: Zero-shot image-image and text-image retrieval results on the CheXpert 8 x200
datasets. Random shows results from a random guess; ConVIRT + CheXpert Supervised
shows results from further fine-tuning the ConVIRT pretrained weights with supervised
training data. Text-image retrieval results are not obtained for some methods due to the
lack of text encoders.

labeled training data ConVIRT achieves classification results that are better or close to the
ImageNet initialization with 100% training data results.

We also notice that our results for using ImageNet versus random initialization are
different from Raghu et al. (2019): while they showed comparable results from the two
strategies, we find that using ImageNet initialization is still superior than random initializa-
tion in most results, justifying its popularity. Upon closer examination, we conjecture that
this is likely due to under-optimization of their models: while our ResNet50 with random
initialization achieves an average AUC of 85.8 on the CheXpert dataset, their ResNet50

model only achieved 83.5 AUC on the same evaluation set.

6.3.2 Retrieval Tasks

We present the zero-shot image-image and text-image retrieval results in Table 6.3. For the
image-image retrieval setting, we present additional results from fine-tuning our pretrained
model on all CheXpert training data, and use them as “upper bounds” of the results obtained
from the use of supervised labels. We find that: 1) using ImageNet pretrained CNN weights

in a zero-shot image retrieval setting is only better than random guess by small margins;
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Figure 6.3: t-SNE visualizations of encoded image representations from ImageNet and
ConVIRT pretraining.

2) all in-domain pretrained CNN weights achieve much better retrieval performance than
ImageNet weights; and 3) our proposed ConVIRT pretraining achieves the best overall
retrieval results on all metrics. We find that while Contrastive-Binary performs notably
better than other baselines and approaches that of the ConVIRT results in the image-image
retrieval setting, its text-image retrieval results are far from ConVIRT pretraining. We
conjecture that the lack of an explicit similarity-based loss function in the Contrastive-
Binary baseline model results in misaligned representations in the image and text space,
leading to poor results in text-image retrieval.

To understand how well ConVIRT pretraining helps separate images from different ab-
normality categories in its encoding space, in Figure 6.3 we present t-SNE plots (Maaten
and Hinton, 2008) of candidate images in the CheXpert 8x200 dataset for five selected cat-
egories, from the ImageNet pretrained CNN encoder and the ConVIRT pretrained encoder.
It is worth noting that clustering images in our setting is much more challenging than that in
the general object classification setting due to the high inter-class similarity of the medical
images. Nevertheless we find that ConVIRT pretraining achieves a better clustering of the

images in the t-SNE plots. On the other hand, the lack of clear separations between groups
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RSNA Linear Image-Image Text-Image

Settings (1%, AUC) (Prec@10) (Prec@10)
ConVIRT (default) 90.7 42.9 57.5
7=20.01 90.7 40.5 21.0
T=1 89.6 25.0 31.0
bs=16 90.3 40.0 55.8
bs =128 90.3 39.3 50.3
linear proj. 90.6 40.8 55.8

Table 6.4: Results with different hyperparameters for ConVIRT pretraining. Results are
shown for the RSNA 1% data linear evaluation, image-image and text-image retrieval tasks.
Our default model uses 7 = 0.1, bs = 32 and non-linear projections.

suggests room for further improvement.

6.4 Analysis and Discussion

We now present analysis and discussion about factors that influence the performance of
ConVIRT pretraining and its comparisons to existing image-only unsupervised pretraining

methods.

6.4.1 Hyperparameter Analysis

Similar to previous work on unsupervised image representation learning (Chen et al., 2020a;
He et al., 2020), we first find that the effectiveness of ConVIRT pretraining method is most
sensitive to the temperature value 7. As shown in Table 6.4, using a temperature much
lower than the ideal value (7 = 0.01) hurts the retrieval results, and a temperature much
larger (7 = 1) notably hurts the performance on all tasks. Unlike previous work, we find
that using a smaller or larger batch size hurts the retrieval performance, but neither setup
brings substantial impact to the classification results. Lastly, we find that replacing the non-
linear projection heads in g, and g, with linear layers hurts the retrieval results moderately,
suggesting worse representations. However, this is again not reflected notably in the RSNA

classification results.
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6.4.2 Comparisons to Image-only Contrastive Learning

ConVIRT shows superior results against baselines in evaluation, but an important question
remains as to how it compares against existing image-only contrastive visual representation
learning methods. We study this by pretraining image encoders with two popular such
methods, SIMCLR (Chen et al., 2020a) and MoCo v2 (Chen et al., 2020b). For a fair
comparison, in both experiments we use the exact same set of images from the MIMIC-
CXR dataset that we use in the pretraining of our method and the baselines. Our settings

for each method are:

e SimCLR: We use the open PyTorch implementation available at ht tps://github.
com/sthalles/SimCLR. For image encoder we use ResNet50. We use cosine simi-
larity in the loss function, set the temperature value to 0.1 and set the output dimension
to 128. We use the default image augmentation functions in the paper except for the
color jittering transformation where we set the saturation and hue adjustment to 0 due to
the monochrome nature of our medical images. For training, we use the Adam optimizer
with an initial learning rate of 3e-4 and weight decay of le-4. We set batch size to 128
and run training on a single GPU card for 100 epochs, as we find that increasing the
batch size or number of epochs does not lead to improved results. We use the default

settings for all other parameters.

e MoCo v2: We use the authors’ original PyTorch implementation availableat ht tps: //
github.com/facebookresearch/moco. For image encoder we use ResNet50.
We follow the default MoCo v2 setting and use a temperature value of 0.07 and an output
dimension of 128. Similarly, we adopt the default image augmentation functions except
for the color jittering transformation where we set the saturation and hue adjustment to
0. For training, we use the SGD optimizer with a learning rate of 0.0075 and weight
decay of le-4. We use a batch size of 64 and a queue size of 4096, and run parallel
training on two GPU cards for 100 epochs, as we find that further increasing the batch
size or number of epochs does not lead to improved results. During training, we anneal

the learning rate by a factor of 0.1 at the 60th and 80th epochs.


https://github.com/sthalles/SimCLR
https://github.com/sthalles/SimCLR
https://github.com/facebookresearch/moco
https://github.com/facebookresearch/moco
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RSNA Linear CheXpert Linear Image-Image

Method (1%, AUC) (1%, AUC) (Prec@10)
ImageNet 82.8 75.7 14.4
SimCLR 86.3 77.4 17.6
MoCo v2 86.6 81.3 20.6
ConVIRT 90.7 85.9 429

Table 6.5: Comparisons of ConVIRT to image-only unsupervised image representation
learning approaches. For RSNA and CheXpert we present AUC scores under linear classi-
fication with 1% training data.

Experimental Results. We again run classification and retrieval experiments with both
SimCLR and MoCo v2 pretraining, and present the results in Table 6.5. We find that
compared to ImageNet initialization, both contrastive methods lead to marginal to moderate
improvements on the classification and retrieval tasks, suggesting some domain adaptation
from the use of in-domain images. However, the relatively small amount of improvement
on all tasks suggests that the pretraining procedure fails to make efficient use of the input
medical images. In contrast, our ConVIRT pretraining method substantially outperforms
both methods on all tasks. This difference can be explained by the different objectives used
in previous methods and our method: the high inter-class similarity of medical images
has resulted in very similar sampled views from images of different categories, leading to
inefficient contrastive learning in SimCLR and MoCo; the contrast between correct and
randomly sampled image-text pairs in ConVIRT, on the other hand, is not impacted by the

inter-class similarity and makes efficient use of additional information in the textual data.

Visualization. To understand the representational difference that has led to this difference
in performance, for all four initialization methods, we visualize in Figure 6.4 the saliency
maps (Simonyan et al., 2014) corresponding to the correct class on sampled images from
the CheXpert dataset. Models for all initialization methods are trained with 1% CheXpert
training data under the linear classification setting (with pretrained CNN weights frozen).
We find that ImageNet pretraining has led to models that focus on trivial visual features that

are mostly irrelevant to the task, and that the model with ConVIRT pretrained weights has
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Figure 6.4: Saliency maps on sampled images for 4 abnormality categories in the CheX-
pert dataset. For each image we present maps for ImageNet, SimCLR, MoCo v2 and our
ConVIRT initializations. Ground truth regions that are indicative of the abnormalities are
shown as red boxes in the original images on the right, and are seen to most closely match
the regions found by ConVIRT.
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focused on much more relevant areas than those with SiImCLR and MoCo v2 pretraining,
suggesting more effective representation learning. For example, for atelectasis, while the
ConVIRT model has correctly focused on the bottom of the lung regions, the SimCLR
model has much more scattered focus and the MoCo model has incorrectly focused on the

heart region.

6.4.3 Correlation between Contrastive Loss and End Task Results

To understand the relation between a model’s performance on the ConVIRT pretraining task
and its performance on the downstream tasks, we ran an analysis where for every 5 epochs

during the pretraining, we transferred the pretrained checkpoint to the downstream tasks
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Figure 6.5: Correlation between ConVIRT loss and end task performance. (a) shows pre-
training validation loss at different epochs; (b)-(d) shows correlation between the pretrain-
ing loss and the performance of three end tasks. For (a) the x-axis shows the training epoch
number, and for (b)-(d) the x-axis shows the negative value of the pretraining loss (i.e., — L)
on a held-out validation set.
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and evaluate its performance. The pretraining was run for a total of 200 epochs, and 40
points were obtained with varying validation loss and end task results. Figure 6.5 presents
the models’ validation loss on the pretraining task and their achieved performance on the
RSNA 1% data linear evaluation and the two retrieval tasks. For all three tasks, we find
a clear positive correlation between the pretraining performance and the end task perfor-
mance. This corroborates that by learning with the ConVIRT objective, the image encoder
learns gradually improved representations for the end tasks, and suggests that further im-

provement on the pretraining task may have positive impact on the end task performance.

6.5 Summary and Future Directions

In this chapter we presented ConVIRT, an unsupervised method for learning medical visual
representations from naturally occurring pairing of images and text. ConVIRT learns high-
quality representations of medical images, by contrasting the image representations with
the paired text data via a bidirectional objective between the two modalities. Its success
relies on the efficient contrastive objective and high-quality pretrained text representations.

We empirically showed that on 4 medical image classification tasks, ConVIRT out-
performed other strong in-domain initialization methods that also use the text data, and
led to representations with markedly higher quality. Most notably, compared to ImageNet
pretraining, ConVIRT is able to achieve the same level of classification accuracy with an
order of magnitude less labeled data. We further collected two zero-shot medical image
retrieval datasets, an image-image and a text-image retrieval dataset, and showed on these
datasets that ConVIRT has led to image encoders that are more effective at retrieval tasks
too. We showed through in-depth analysis that ConVIRT substantially outperformed exist-
ing image view-based contrastive learning methods such as SImCLR and MoCo on medical
imaging tasks, and that a model’s performance on the ConVIRT pretraining task positively
correlates with its performance on end tasks.

Our experiments and analysis also revealed the following directions to further extend

our work:
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e Developing better negative sampling strategies for ConVIRT. Similar to Sim-
CLR (Chen et al., 2020a), ConVIRT uses in-batch negative examples which are con-
structed via uniform random sampling. This strategy might be suboptimal and may
introduce an undesirably large ratio of false negative examples. For example, a com-
mon textual description like “no abnormality is seen” might occur multiple times in
the same batch, polluting the contrastive learning process. This might help explain
why further increasing the batch size of ConVIRT does not help learn better repre-
sentations (see Section 6.4.1). While we show that ConVIRT can still benefit from
the large scale of pretraining data and learn useful representations, developing bet-
ter negative sampling strategies that can help reduce false negative pairs may further

enhance ConVIRT’s performance.

e Searching for more effective learning components. Another direction for improv-
ing ConVIRT is to search for better alternatives to its individual learning components.
For example, ConVIRT uses a simple sentence-level uniform sampling function as
its text transformation function. Better transformation functions that can change the
surface text form without changing its semantic meanings might serve as additional

data augmentations and may improve the learning performance.

e Developing methods for learning representations of other types of medical im-
ages. We have designed ConVIRT to take one-to-one image-text pairs as input.
However, this setting might not be flexible enough for some other types of medical
images. For example, computed tomography (CT), another common medical imag-
ing technique, often produces hundreds of 2D images representing scanning results
at different depth of a human body. This leads to a hundred-to-one mapping from
the images to the textual report. How to generalize the framework of ConVIRT to
this setting and learn meaningful visual representations from the textual knowledge

remains an open question.

e Scaling ConVIRT to more paired data covering more medical specialties. We
have pretrained separate image encoders with ConVIRT on two individual image-text
paired datasets covering different domains (i.e., chest and bone). But can the pre-

trained encoders in ConVIRT benefit from even larger scale of paired data? Can we
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pretrain a single image encoder on aggregated data covering many different medical
specialties and still achieve outstanding transfer learning performance on all down-

stream tasks? These are all interesting research questions for future studies.

In relevance to our ConVIRT framework, several papers concurrent to ours have stud-
ied the problem of learning visual representations from text data and proposed different
strategies for this task (Sariyildiz et al., 2020; Desai and Johnson, 2021). Most notably,
since the original release of our work, ConVIRT has been applied at much larger scales in
several general visual recognition studies, including the CLIP model (Radford et al., 2021),
which uses a simplified version of the ConVIRT approach, and the ALIGN model (Jiaet al.,
2021). These successful applications have confirmed that ConVIRT is a promising strategy
for learning visual representations from human-written descriptive text, and that it has the

potential to further advance the state of the art for general visual recognition tasks.



Chapter 7
Conclusions

In this dissertation, we focused on the transformative role that deep language understanding
plays in helping us understand and generate medical text. We have shown this via several
distinctive perspectives:

In Chapter 3, we focused on the understanding of biomedical scientific text, and stud-
ied the challenging problem of extracting structured relational knowledge from this text.
We introduced a novel linguistically-motivated neural architecture that learns to represent
a relation encoded in a sentence by exploiting the syntactic structure of the sentence. We
showed that this model has the key advantages of being robust to the long context where
biomedical relations are commonly found, and being more computationally efficient com-
pared to recursive architectures. On several widely used benchmark datasets, we showed
that our model not only demonstrates superior performance for biomedical relation extrac-
tion, but also achieves a new state of the art on relation extraction over general-domain
text.

In Chapter 4, we focused on the clinical report text, and more specifically, the radiology
report text used in medical imaging studies. We studied the problem of summarizing long,
detailed radiology reports written by radiologists into more succinct summary statements.
On real-world radiology report datasets collected from hospitals, we demonstrated how a
neural abstractive summarization model that is tailored to the structure of radiology reports

outperforms traditional extractive models based on sparse modeling of the report text, and

129
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generates fluent summaries that overlap notably with human-written summaries. We fur-
ther showed via radiologist evaluation that the predictions from our model demonstrate
substantial clinical potential.

In Chapter 5, we extended our study in Chapter 4, by identifying a crucial shortcom-
ing of our neural summarization model, that the generated summaries tend to be factually
incomplete and incorrect. We addressed this problem by proposing a new information
extraction-based framework that evaluates a generated summary by comparing its factual
content with the reference. We further presented a reinforcement learning-based method
that optimizes this new metric, and demonstrated via both automatic and human evalua-
tion that this new method has led to radiology summaries that are more correct and have
higher clinical validity. Our study provides novel methods to optimize the factual correct-
ness of a neural text summarization model, and the resulting system has the potential to
save healthcare providers from repetitive labor and to improve clinical communications.

In Chapter 6, we connected the text and image modalities in medicine, by focusing on
transferring the knowledge that we learn from text understanding to understanding medical
images. We presented a novel unsupervised framework that improves medical image under-
standing by contrasting an image with both true and randomly paired report text. Compared
to existing medical imaging work that relies on either ImageNet pretraining or extracting
labels from the unstructured report text with patterns, our framework jointly models the im-
age and text in an end-to-end manner, is fully unsupervised and is agnostic to the medical
imaging domain. On multiple medical image classification and retrieval datasets cover-
ing two medical specialties, we showed that the proposed method improves the accuracy
of the learned image encoders, and substantially outperforms existing methods based on
ImageNet pretraining or image-only contrastive learning. Our study pioneers the general
direction of cross-modality contrastive pretraining, and opens up new directions for effec-
tively utilizing large-scale medical text data for understanding images and other clinical
data.

Altogether, this dissertation has conveyed the following key insights: First, understand-
ing and generating medical text has the potential to transform medicine by helping us ob-

tain actionable biomedical knowledge, by improving communications in healthcare, and
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by improving the understanding of other data modalities in medicine. Second, deep lan-
guage understanding techniques based on dense vector representations of text outperform
traditional rule-based or sparse feature-based methods on all the tasks studied. Third, the
complex, noisy nature of medical text and the low tolerance for errors in this application do-
main have provided us with unique opportunities to improve the robustness and efficiency

of our techniques.

Lastly, we hope to briefly highlight the following important directions for future work:

o Efficient learning methods for understanding medical data. Structured annota-
tions of medical data are often extremely expensive to obtain. Moreover, the low
tolerance for error in this domain means that we cannot simply deploy an inaccurate
system and wait to collect real-world feedback for it. Thus, it is especially critical
to develop methods that can efficiently learn from the structure of the data, rather
than learning from scratch from human annotations or engagements. The recent
progress on self-supervised learning for language and image understanding (Devlin
et al., 2019; Lee et al., 2019; Chen et al., 2020a) is in line with this direction of

research.

e Models that represent and ground predictions in real-world knowledge. We have
shown via our summarization studies that the current generation of neural models
lacks necessary real-world knowledge. This is especially critical for medicine as
medical decisions are often made with a complex body of knowledge, which for
human beings typically takes years of training to acquire. While neural models are
capable of representing some of this knowledge implicitly in their parameter space, it
is imperative for us to redesign our model architectures, such that they can represent
and ground their predictions in real-world knowledge in an explicit manner. This

explicit grounding will enable us to deploy these models with confidence.

e Methods for understanding noisy medical text. Medical data is often noisy when
produced in real clinical settings. Yet, the particularly low tolerance for error re-
quires us to develop methods that are more robust to noise, such as incomplete text

or spelling errors. Furthermore, it would be exciting to develop ambient intelligence
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technologies that can understand noisy medical conversations and engage with users
when necessary, such that we can ultimately free healthcare providers from the repet-

itive, tedious documentation work.

e Learning with medical data of heterogeneous modalities. We have showcased
the benefits of end-to-end joint modeling of medical text and image data. However,
images are not the only modality other than text. It therefore would be exciting to
develop methods that combine the understanding of other forms of medical data, such
as semi-structured tabular data or genomic data, to ultimately improve the quality of

healthcare.
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