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There have been 60+ years of AI research …

See our short video on YouTube: AI at Stanford 1962–2022
60 Years of Artificial Intelligence at Stanford - YouTube
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https://www.youtube.com/watch?v=Cn6nmWlu1EA


The world changed with OpenAI’s ChatGPT
November 2022



The coming future of generative AI

Generative AI could

• Add $2.6–$4.4 trillion annually to 

the economy1

• Raise global GDP by 7% in the 

next 10 years2
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1 McKinsey; UK total GDP 2021: $3.1 trillion
2 Goldman Sachs

https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-frontier
https://www.goldmansachs.com/intelligence/pages/generative-ai-could-raise-global-gdp-by-7-percent.html




The starting point (GPT1–3):
“Large language models”(LLMs)

“Unsupervised” or “self-supervised” 
learning, using existing pieces of text

Ford plans to _____
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trained by Mad Libs





The first era of LLMs: Scaling to larger and larger 
models with more compute, data, and dollars …
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Produces a qualitative shift in what emerges

It no longer appears to be statistical prediction but rather 
a machine that understands language!

And the world!
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A transformer LLM in practice: Meta’s LLaMA 3.1 405B

• Total training data – 15.6 trillion tokens

• Architecture – 405 billion parameters
• Parameters = floating point numbers in big neural net

• 126 transformer blocks 

• Model dimension: 16,384 dim vectors

• Attention heads: 128

• Training compute – 3.8e25 FLOPs
• 1.1 million H100-days ($~25 M)

• ~ 2 months on 16000 Nvidia H100 GPUs

126 blocks

16k dim
vectors



GPT-1/2/3 rewrote how researchers think about modeling language

But they didn’t become a household name like ChatGPT in late 2022

Why?

…

Ask GPT-3 who the US 
President is:

Getting LLMs to do what you actually want
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Well, no, that’s not 
really what I wanted



Era 2: Getting LLMs to do what you actually want

Models that understand what people want are profoundly more useful

Modern “instruction-tuned” models learn this behavior through a 
second phase of post-training using:

• Reinforcement Learning from Human Feedback (RLHF)

• A large amount of annotated interaction data

• Learning from human preference data pairs to give desired answers

• The resulting model obeys commands and answers questions
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Getting information from a huge document: AGL
Please read the 2022 AGL annual report here: 
https://www.agl.com.au/content/dam/digital/agl/documents/about-agl/investors/2022/220819-agl-energy-annual-report-2022.pdf 
What does the AGL report say about the company's alignment with IPCC on Climate Action?

The AGL 2022 annual report states that the company is 
committed to "aligning our business with the goals of the Paris 
Agreement and the IPCC's 1.5°C pathway." AGL has set a target 
of net zero emissions by 2050, and is currently working on a 
decarbonisation pathway to achieve this goal. The company's 
Climate Transition Action Plan includes a commitment to exit 
coal-fired power generation by FY35. This will bring AGL's Scope 
1 and 2 emissions to net zero, which is significant as AGL is 
currently Australia's largest corporate emitter.

Overall, the AGL 2022 annual report shows that the company is 
committed to taking action on climate change. AGL has set 
ambitious targets for reducing its emissions, and is working 
with stakeholders to achieve these goals. The company's 
engagement with the Climate Action 100+ initiative is also a 
positive sign, as it shows that AGL is taking the concerns of 
investors seriously.

Here are some specific quotes from the report that relate to 
AGL's alignment with IPCC on climate action:

•"We are committed to aligning our business with the goals of 
the Paris Agreement and the IPCC's 1.5°C pathway."

•"We have set a target of net zero emissions by 2050, and are 
currently working on a decarbonisation pathway to achieve this 
goal."

•"Our Climate Transition Action Plan includes a commitment to 
exit coal-fired power generation by FY35."

•"We are actively engaged with the Climate Action 100+ 
initiative."

•"We have a score of 25% on the Climate Action 100+ 
engagement scorecard."

I hope this helps! Let me know if you have any other questions.
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Getting information from a huge document: AGL
Are there any comments that raise concerns as to whether AGL is fully committed to a net zero carbon emissions future?

Yes, there are a few comments in the AGL 2022 annual report 
that could raise concerns about whether the company is fully 
committed to a net zero carbon emissions future. These 
include:

•The company's decision to delay the closure of its Loy Yang A 
coal-fired power station by two years. This decision was made 
in response to concerns about the reliability of the Australian 
electricity grid, but it has been criticized by some as a setback 
for Australia's climate goals.

•The company's plans to invest in new gas-fired power stations. 
Gas is a cleaner-burning fuel than coal, but it is still a fossil fuel 
and its combustion produces greenhouse gases. Some critics 
have argued that AGL's investment in gas-fired power stations 
is inconsistent with its commitment to net zero emissions.

•The company's lack of transparency about its decarbonisation 
pathway. AGL has not yet released a detailed plan for how it will 
achieve net zero emissions by 2050. This lack of transparency 
has led some to question whether the company is serious about 
its climate commitments.

Overall, the AGL 2022 annual report shows that the company is 
committed to taking action on climate change. However, there 
are some concerns that could raise questions about whether 
AGL is fully committed to a net zero carbon emissions future. 
The company needs to be more transparent about its plans and 
to take more concrete steps to reduce its emissions if it wants 
to allay these concerns.

14



Retrieval Augmented Generation (RAG)
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1. Give an LLM access to many 
external data sources

2. LLM generates a search query 
based on a question/request

3. Search (usually neural) is used 
to find relevant documents

4. The model reads documents to 
find relevant passages

5. Those passages are added to the 
input context (prompt) for 
generating a final answer



Models don’t understand well what they read!
Legal RAG “hallucinations” from Magesh et al. (2024)
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Agentic AI: Tool use for connecting to the world

Deliver me a burger with blue cheese and fries!

It’s on its way!

System output (fed to some API): takeout-order({hamburger:{num: 1, options: 
{blue-cheese}}, french-fries: {size: regular}}, “234 Waverley St, Palo Alto”, cust-172)

 

• For an LLM to be able to perform requests like this, it needs to:

1. Be connected to various APIs or the web, so it can actually do things

2. Have contextual knowledge (of the speaker, their accounts, etc.)
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Example web agent

What does the current headline 
in BBC’s Natural Wonders talk 
about?

Murty et al. 2024. NetNav
https://www.nnetnav.dev/ 

The key issue for agents is getting high 
enough accuracy for effective automation!
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https://www.nnetnav.dev/


Generative AI in general: Image Generation
Research Lets You Design and See the Future!
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Stanford 2015 Stanford 2019 MJ v1 2022 MJ v2 2022

MJ v3 2022 MJ v5 2023MJ v4 2022 MJ v6 2024



The cost of producing 1 book is 1000 + 8 = 1008 dollars.

The cost of producing 2 books is 1008 + 8 =1016 dollars.
Therefore, the cost of producing n books is:
Cost = 1008 + 8n

The selling price of 1 book is $20.
The selling price of 2 books is $40.

The selling price of n books is:
Selling Price = 20n
We want to find how many books must be sold in order to make a profit. T

hat is, we want to find n such that:
Cost < Selling Price

1008 + 8n < 20n
8n < 20n - 1008
-1008 < 12n

1000 < 12n
83.33 < n
Therefore, n must be greater than 83.33 in order to make a profit.

Era 3: Models with “Thinking”: ”Test-Time Scaling” is the new buzzword
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openai/text-davinci-002 (March 2022)

The cost to produce a book is 1000 dollars plus 8 dollars per book. 
The book sells for 20 dollars each. How many books must be sold to 
make a profit?
1250 books must be sold to make a profit.

The cost to produce a book is 1000 dollars plus 8 dollars per 
book. The book sells for 20 dollars each. How many books must 
be sold to make a profit? Let's work step by step.



DeepSeek-R1 Reasoning:  Find two 3-digit palindromic 

numbers that sum to a 4-digit palindromic number

<think> Okay, so I need to find two 3-digit palindromic numbers that, 
when added together, result in a 4-digit palindromic number. And none 
of the numbers can start with a zero. Let me break this down.

First, what's a palindromic number? It's a number that reads the same 
forwards and backwards. For example, 121 or 1331. So, a 3-digit 
palindrome would have the form ABA, where A and B are digits, and A 
can't be zero. Similarly, a 4-digit palindrome would have the form ABBA. 
Let me check: 1221 is a palindrome, yeah. So ABBA is correct, with A ≠ 0.

So, I need two 3-digit numbers, both palindromes, that add up to a 4-
digit palindrome. Let's denote the two 3-digit numbers as ABA and CDC 
(since they can be different). But wait, maybe they could be the same 
palindrome? Hmm, but adding the same palindrome would just be 
doubling it. Let's see: the smallest 3-digit palindrome is 101. 101 + 101 = 
202, which is a 3-digit palindrome, so too small. The largest 3-digit 
palindrome is 999. 999 + 999 = 1998, which is a 4-digit number, but 1998 
is not a palindrome. Hmm. So adding two identical 3-digit palindromes 
might get to a 4-digit number, but it's probably not a palindrome. Let's 
check. For example, 999 + 999 = 1998. Not a palindrome. 888 + 888 = 
1776. Also not a palindrome. 121 + 121 = 242, which is 3-digit. So perhaps 
the two palindromes need to be different.    [… omitting 100s of lines …]

Hence, my main thought streamline: 

Possible sums are only1111 and1221, determined by the formula. 

Two types of palindromic pairs: 

Numbers with middle digit0 and Leading+Trailing=a +c=11, eg. 202 
+909=1111. 

Numbers with both leading and trailing digits summing11= a +c, and 
middle digits summing11= b +d. For example:212 + 909=1121 which isn't 
a palindrome or wait, no. Wait, another example 232 + 989=1221. 
B+d=3+8=11. 

Therefore, focusing on styling both sums approach. 

Therefore, to conclude, two examples answering the problem would be: 

202 + 909 =1111. 

232 + 989=1221. 

These are two distinct palindromic pairs with 3 digits each, adding up 
to4-digit palindromes. No leading zeros. 

Hence, verified that they fulfill all the conditions. </think> 

[Model then proceeds to give a final answer as a clean problem solution]
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If the town of Twi is 12 km from the town 
of Wallup, and the town of Gollis is 18 km 
from the town of Twi, what is the 
maximum and minimum possible distance 
the town of Wallup is from Gollis?

Twi Gollis
18 km

Wallup

12 km
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If the town of Twi is 12 km from the town of 
Wallup, the town of Gollis is 18 km from the town 
of Twi, and the town of Ansel is 5 km from the town 
of Gollis, what is the maximum and minimum 
possible distance the town of Ansel is from Wallup?

Twi Gollis
18 km

Wallup

12 km

5km

Ansel
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Non-technical lessons from DeepSeek-R1

U.S. “frontier” AI companies do not have a huge technical moat – they’re at 
most 6 months ahead

Control and development of AI cannot be determined by just U.S. policies

Currently, the best way to learn the details of modern LLM engineering is to 
read the tech reports of Chinese companies: This is sad, given that the U.S. 
long led as an open country advancing open science and engineering

The U.S. is more likely to maintain a long-term lead in AI by supporting 
universities, training more engineers, and supporting open software and 
knowledge than by trying to lock up “frontier” AI within a few companies
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How can the world go wrong using AI?

All Generative AI models are badly biased (gender, ethnicity, …)
 Some of this reflects statistics of how the world has been till now
 But standard GenAI learning algorithms actually magnify biases

LLMs might cause large scale job loss and social dislocation
 But this is hard to predict … the same has been claimed for 100s of years

Data and the world economy
 GenAI models slurp vast quantities of data – this can be bad for privacy
 But it also undermines the current internet order of free data display
 Without care, AI may greatly exacerbate economic winners and losers
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Concerns around AI: 
Risks of security vulnerabilities from agents

• Agents cause new risks: As AIs are connected to more systems, 
and act more autonomously, the chance of accidental or 
malicious bad use increases

• But humanity also has ample experience controlling many 
things far more powerful than any single person, such as 
corporations and nation states

• If we look at the real risks to humanity – such as climate change 
and pandemics – AI will likely be a key part of the solution
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Large Language Models and “Intelligence”

Since ChatGPT, in the popular imagination, large language models have 
essentially become synonymous with artificial intelligence

What is artificial intelligence?

The artificial part is easy. What is intelligence?



Section 11546.45.5 of the California Government Code (2024-09-28):

“Artificial intelligence” means an engineered or machine-based system 
that varies in its level of autonomy and that can, for explicit or implicit 
objectives, infer from the input it receives how to generate outputs that 
can influence physical or virtual environments.

CA AB 2885



an engineered or machine-based system that varies in its level of autonomy 
and that can, for explicit or implicit objectives, infer from the input it 
receives how to generate outputs that can influence physical or virtual 
environments



Intelligence vs. knowledge or task effectiveness

More commonly …

We confuse being knowledgeable with being intelligent

Or is the ability to do tasks intelligence?

AGI: “the ability to perform most (cognitive/ economically 
valuable) tasks at or above the level of the average person”



What is Artificial Intelligence?

“The science and engineering of 
making intelligent machines” 

– John McCarthy (1955)

Intelligence: the ability to learn and perform a range of 
techniques to solve problems and achieve goals, appropriate 
to the context in an uncertain, ever-varying world

– Christopher Manning (2020)



AI in the rest of the 21st Century

• Science and engineering progresses! Further big AI breakthroughs will occur!

• We still need a number of them:

• Better models of episodic memory (like human brains)

• Better means for deliberate, novel reasoning (“System 2 cognition”, like humans)

• Better planning

• Better world models

• Better methods for producing low-power GenAI models

• Human brains require about 17 watts; one H100 GPU requires 700 watts!
• But the human brain does use about 20% of the body’s energy: Thinking is hard work!

• Better methods for learning from more limited data

• Human children learn much more from a limited amount of data than LLMs do
33



How can you go wrong using AI?

You can assume that everything that an LLM says is correct. 
 It’s not. These LLMs make stuff up. (They “hallucinate”.)

You can think they are magical. They are not. 
 You can ask a model to pretend that it is Warren Buffett.
 But it may well not give you amazing investment advice.

You can conversely decide that they’re good for nothing.
 That would be a huge mistake!
 Used wisely, LLMs can enormously increase your productivity.
 The order of magnitude gains are huge vs. other technologies.

34



Three key suggestions

Experiment with and use generative AI!!! You don’t need to know 
math! You can talk to them in English. See what they can do!!!
Easiest: go to https://gemini.google.com/ . Log in with a personal 
gmail account (your corporate one may not work) and play!

Coworking: It’s useful to think of an LLM as kind of like an intern or 
assistant. They’re good at human stuff and being told stuff to do, 
but they also make mistakes. Rephrase things. Ask questions.

However big you think AI is going to be, it is likely bigger!
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https://gemini.google.com/
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