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Abstract sparseness problem by estimating the likelihood of

We describe and evaluate rimentally a
method for clustering words uwrcr:g to their dis-
tribution in particular syntactic contexts. Words
are represented by the relative frequency distribu-
tions of contexts in which they appear, and rela-
tive entropy between those distributions is used as
the similarity measure for clustering. Clusters are
represented by average context distributions de-
rived from the given words according to their prob-
abilities of cluster membership. In many cases,
the clusters can be thought of as encoding coarse
sense distinctions. Deterministic annealing is used
to find lowest distortion sets of clusters: as the an-
nealing parameter increases, existing clusters be-
come unstable and subdivide, yielding a hierarchi-
cal “soft” clustering of the data. Clusters are used
as the basis for class models of word coocurrence,
and the models evaluated with respect to held-out

INTRODUCTION

Methods for automatically classifying words ac-
cording to their contexts of use have both scien-
tific and practical interest. The scientific ques-
tions arise in connection to distributional views
of linguistic (particularly lexical) structure and
also in relation to the question of lexical acqui-

unseen events from that of “similar” events that
have been seen. For instance, one may estimate
the likelihood of a particular direct object for a
verb from the likelihoods of that direct object for
similar verbs. This requires a reasonable defini-
tion of verb similarity and a similarity estimation
method. In Hindle’s proposal, words are similar if
we have strong statistical evidence that they tend
to participate in the same events. His notion of
similarity seems to agree with our intuitions in
many cases, but it is not clear how it can be used
directly to construct word classes and correspond-
ing models of association.

Our research addresses some of the same ques-
tions and uses similar raw data, but we investigate
how to factor word association tendencies into as-
sociations of words to certain hidden senses classes

and associations between the classes themselves.
While it may be worth basing such a model on pre-
existing sense classes (Resnik, 1992), in the work
described here we look at how to derive the classes
directly from distributional data. More specifi-
cally, we model senses as probabilistic concepts
or clusters ¢ with corresponding cluster member-
ship probabulma p(c] Jw) for each word w. Most
other class-based modeling techniques for natural
languzgc rely instead on “hard” Boolean classes
(Brown et al., 1990). Class construction is then

sition both from psy and

learning perspectives. From the practical point
of view, word classification addresses questions of
data sparseness and generalization in statistical
language models, particularly models for deciding
among alternative analyses proposed by a gram-

lz is well known that a simple tabulation of fre-
quencies of certain words participating in certain
configurations, for example of frequencies of pairs
of a transitive main verb and I.hutlead noun of its
t, cannot be reliably used for compar-
ing the lil elihoods of different alternative cont 1gu-
rations. The problem is that for large enough cor-
rora the number of possible joint events is much
arger than the number of event occurrences m
the corpus, so many events are seen rarely o
never, makmﬁ their frequency counts unrthable
estimates of their probabilities.

Hindle (1990) proposed dealing with the
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very and depends on
frequency counts for joint events involving partic-
ular words, a polenually unreliable source of in-
formation as noted above. Our approach avoids
both problems.

Problem Setting

In what follows, we will consider two major word
classes, V and A, for the verbs and nouns in our
experiments, and a single relation between them,
our experiments the relation between a tran-
sitive main verb and the head noun of its direct.
object. Our raw knowledge about the relation con-
sists of the frequencies fun of occurrence of par-
ticular pairs (v,n) in the required configuration
in a training corpus. Some form of text analy-
sis is required to collect such a collection of pairs.
The corpus used in our first experiment was de-

rived from newswire text automatically parsed by

Towards History-based Grammars:
Using Richer Models for Probabilistic Parsing*

Ezra Black Fred Jelinek John Lafferty David M. Magerman
Robert Mercer
IBM T. J. Watson Research Center

Abstract

We describe & generative probabilistic model of
natural language, which we call HBG, that takes
advantage of detailed linguistic information to re-
ity. HBG incorporates lexical, syn-
and structural information fram
the parse tree into the disambiguation process ina
novel way. We use a corpus of bracketed sentences,
called a Treebank, in combination with decision
tree building to tease out the relevant aspects of a
parse tree that will determine the correct parse of
asentence. This stands in contrast to the usual ap-
proach of further grammar tailoring via the usual
linguistic introspection in the hope of generating
the correct parse. In head-to-head tests apl

Salim Roukos

their tags, introduced in (5) and (5) and pop-
ularized in the natural language community by
Church (5), demonstrate the power of short-term
n-gram statistics to deal with lexical ambiguity.
Hindle and Rooth (5) use a statistical measure
of lexical associations to resolve structural am-
biguities. Brent (5) acquires likely verb subcat-
e,,nnmmn patterns using the frequencies of verb-
ion triples. M and Mar-
r.lui 5) propose a model of context that combines
the n-gram model with information from dominat-
ing constituents. All of these aspects of context
are necessary for disambiguation, yet none is suf-
ficient.
We propose a pmb‘bl].lillt model of context
BG, which incor-

one of the best existing robust
ing models, which we call P- CFG the HBG mmm

P-CFG,
parsing accuracy rate from 60% to 75%, a 37%
reduction in error.

Introduction

Almost any natural language sentence is amhxgu-
ous in structure, reference, or nuance
ing. Humans overcome these apparent a.mlngu-
ities by examining the contezt of the sentence.
But what exactly is context? Frequently, the cor-
rect interpretation is apparent from the words or
constituents immediately surrounding the phrase
in question. This observation begs the following
question: How much information about the con-
text of a sentence or phrase is necessary and suffi-
cient to determine its meaning? This question is at
the crux of the debate among computational lin-
guists about the application and implementation
of statistical methods in natural language under-
standing.

Previous work on disambiguation and proba-
bilistic parsing has offered partial answers to this
question. Hidden Markov models of words and

“Thanks to Philip Resnik and Stanley Chen for
their valued input.
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porates the mhuh\ins anhm previous works into
one unified framework. Let p(T,w}) be the joint
probability of generating the word string w] and
the parse tree T. Given w], our parser chooses as
its parse tree that tree T* for which

T° = arg maxp{T, w}) (1)

TeP(u})

where P(w}) is the set of all parses produced by
the grammar for the sentence w}. Many aspects of
the input sentence that might be relevant to the
decision-making process participate in the prob-
abilistic model, providing a very rich if not the
richest model of context ever attempted in a prob-
abilistic parsing model.

In this paper, we will motivate and define the
HBG model, describe the task domain, give an
overview of the grammar, describe the proposed
HBG model, and present the results of experi-
ments comparing HBG with an existing state-of-
the-art model.

Motivation for History-based
‘Grammars

One goal of a parser is to produce a grammatical
interpretation of a sentence which represents the

Distributional Clustering
of English Words

Towards History-based
Grammars: Using Richer
Models for Probabilistic
Parsing

Black Jelinek
Lafferty Magerman
Mercer Roukos




Why was no one working on language models?

How were they hoping to get to artificial intelligence?
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Andrey A. Markov
1856-1922

Transition probabilities (Markov chains
between consonants and vowels in
Alexander Pushkin’s verse novel,
Eugene Onegin

An Example of Statistical Investigation of the Text
Eugene Onegin Concerning the Connection of Samples
In Chains

1913

A. A. Mapron (1886).




Claude E. Shannon
1916-2001

A Mathematical Theory of Communication
The Bell System Technical Journal 1948

Prediction and Entropy of Printed English
The Bell System Technical Journal 1951

Explores character and word-level n-gram models, with
estimation and generation from a small text sample




The term/concept of a Language Model

Invented in Frederick Jelinek’s group, IBM

Design of a Linguistic Statistical Decoder for the
Recognition of Continuous Speech

IEEE Transactions on Information Theory 21(3), 1975

It was work from this group at IBM in the 1970s that
defined the probabilistic language model of next token
prediction that has continued to dominate till today

The bigram “language model” appears earlier, particularly in translations of Russian
works. E.g., Igor Mel'chuk (1961) “Some Problems of Machine Translation Abroad”
refers to Chomsky's “ ‘language model’ of immediate constituents”.

Jelinek may have been influenced by this Russian idiom?




The history of modern (neural) Al/ML that many think of

1950-2004 Experiments on perception and vision,
with minute amounts of data

2005-2009 Small modern-style labeled vision datasets

2005-2012 PASCAL VOC 4-20 classes, 15,000 images

2006 Caltech 101 - ~5000 images, 101 classes, ~300x200
2007 Caltech 256 - 30,607 images of 256 classes L
2009 CIFAR 10/100 -600images of 10/100 classes, 32x32 *AE

2010-2017 ImageNet! 1-14 million images, 1000 classes
Big data! Vision object classification is “solved”
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The History of Large Language Models

1998 CPAT-Tree-Based Language Models with an Application for Text Verification in
Chinese. ROCLing 1998. First use of “LLM” trigram | know of; 200M word corpus

2000 A Neural Probabilistic Language Model. Bengio, Ducharme & Vincent NIPS 2000
First neural language model built on 32 million token corpus, 31K vocab

2007 Large Language Models in Machine Translation. Brants, Popat, Xu, Och and
Dean. EMNLP 2007. 2 trillion token corpus n-gram model of up to 5-grams

2018 GPT (Radford, Narasimhan, Salimans & Sutskever) and BERT (Devlin, Chang,
Lee & Toutanova). 3.3 billion token corpus

2020- 100+ billion parameter neural language models trained on > 1 trillion tokens:
GPT-3, GPT-4, PaLM 2, Llama 3, Nemotron-4, ....
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The History of Large Language Models

1998 CPAT-Tree-Based Language Models with an Application for Text Verification in
Chinese. ROCLing 1998. First use of “LLM” trigram | know of; 200M word corpus

2000 A Neural Pro incent NIPS 2000
First neural | 31K vocab
2007 Large Language M Och and
2018 GPT (Radford, Narasimh
Lee & Toutanova). 3.3 bill
2020- 100+ billion parameter neural la
GPT-3, GPT-4, PaLM 2, Llama 3,
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LLMs need all the trinity of modern deep learning
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Form vs. reference: Meaning as a relation between form and “communicative intent”

Bender and Koller (2020): “(linguistic) meaning [is] the relation between a linguistic form
and communicative intent.”

horse e—

“the language modeling task, because it only uses form as training data, cannot in
principle lead to learning of meaning”

“You say: the point isn’t the word, but its meaning, and you think of the
meaning as a thing of the same kind as the word, though also different from
the word. Here the word, there the meaning. The money, and the cow that you
can buy with it. (But contrast: money, and its use.)”

— Ludwig Wittgenstein. 1953. Philosophical Investigations, §120

14



Form vs. reference: Meaning as a relation between form and the world

The classic referentialist position, which has dominated recent linguistic semantics,
attempts to ground meaning in the world:

horse e

This might suggest that a plain language model has no notion of meaning, but a visual
language model does?

Somehow, a primacy is given to certain kinds of sensory evidence, even though
everything ends up as electrical signals in our brains.

Would we really want to say that a VLM captures meaning but a pure LLM does not?

| personally think not.

15




The alternative: Inferentialism/pragmatism

“For a large class of cases—though not for all—in which we employ the word ‘meaning’ it can
be defined thus: the meaning of a word is its use in the language.”

— Wittgenstein, 1953, §43

Inferentialism couches understanding as an appreciation of appropriate vs. inappropriate ways
to use language in a context. Often summed up as: a use theory of meaning

This context might be visual, textual, conversational, sociological, etc.

The real world may in some sense be privileged, but it is not the only context for grounding
meaning: We also have virtual worlds and language contexts

This is essentially the notion of meaning that Turing (1950) also argued for, if perhaps partly for
practical reasons

Under this notion, meaning is gradient: You can partially understand appropriate contexts of
use

16 For more, see i.a., Potts, Icard, Portelance, Card, Zhou, & Etchemendy (2021 in On the Opportunities and Risks of Foundation Models




What is the meaning of ‘shehnai’

1. You can have seen or held one and have a classic grounded meaning
2. | can at least show you a picture

3. But surely the meaning that you have for the word
‘shenai’ would be richer if you had heard one played?

~

4. |If | have never seen, felt, or heard a shehnai, but somze
traditional Indian instrument, a bit like an oboe, then surely the word has some

meaning for me?
* A connection to India, to wind instruments that use reeds, to playing music
It gives me a reasonable approximation of appropriate contexts of use

5. If they added that it has holes sort of like a recorder, but it has multiple reeds and a
flared end more like an oboe, then | have more “meaning”

Manning, C. D. 2022. Human Language Understanding and Reasoning. Daedalus 151.




What is the meaning of ‘shehnai’

 What if all I have is one or more contexts of word use (like an LLM commonly gets)?

* “From a week before, shehnai players sat in bamboo machans at the entrance to the
house, playing their pipes. Bikash Babu disliked the shehnai’s wail, but was determined

to fulfil every conventional expectation the groom’s family might have.”
* From: Anuradha Roy, An Atlas of Impossible Longing (New York: Free Press, 2011)

* |n some ways, | understand the meaning of the word ‘shehnai’ rather less than
someone who has seen one, but:

* | still know that it is a pipe-like musical instrument

* My meaning of ‘shehnai’ is not a subset of the meaning
of the person who has only held a shehnai, for | know
some additional musical and cultural information on

likely appropriate use that they lack
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Large Language Models and “Intelligence”

Since ChatGPT, in the popular imagination, large language models have essentially become

The artificial part is easy. What is intelligence?

Is language understanding and generation distinct from general

19

synonymous with artificial intelligence

intelligence?

TICS 2534 No. of Pages 24

Trends in
Cognitive Sciences

¢? CellPress

Dissociating language and thought in large

language models

Kyle Mahowald, '>* Anna A. lvanova, >°* Idan A. Blank, >* Nancy Kanwisher, ** Joshua B. Tenenbaum, ** and

Evelina Fedorenko**

Large language models (LLMs) have come closest among all models to date to
mastering human language, yet opinions about their linguistic and cognitive capa-
bilities remain split. Here, we evaluate LLMs using a distinction between formal lin-
guistic competence (knowledge of linguistic rules and patterns) and functional
linguistic competence (understanding and using language in the world). We ground
this distinction in human neuroscience, which has shown that formal and functional
competence rely on different neural mechanisms. Although LLMs are surprisingly
good at formal competence, their performance on functional competence tasks re-
mains spotty and often requires specialized fine-tuning and/or coupling with exter-
nal modules. We posit that models that use language in human-like ways would
need to master both of these competence types, which, in turn, could require the
emergence of separate mechanisms specialized for formal versus functional lin-
guistic competence.

The language-thought conflation

When we hear a sentence, we typically assume that it was produced by a rational, thinking agent
(another person). The sentences that people generate in day-to-day conversations are based on
their world knowledge (‘Not all birds can fly."), their reasoning abilities (“You're 15, you can't go to
abar.”), and their goals (‘Would you give me a ride, please?’). Thus, we often use other people’s
statements as a window into their minds.

In 1950, Alan Turing leveraged this tight relationship between language and thought to propose his
famous test [1]. The Turing test uses language as an interface to cognition, allowing a human partic-
ipant to probe the knowledge and reasoning capacities of two conversation partners to determine
which of them is a human and which is a machine. Although the utility of the Turing test has since
been questioned, it has undoubtedly shaped the way society today thinks of machine intelligence [2].

The popularity of the Turing test, combined with language—thought coupling in everyday life, has
led to several common fallacies related to the language-thought relationship. One fallacy is that
an entity (be it a human or a machine) that is good at language must also be good at thinking.
If an entity generates coherent stretches of text, it must possess rich knowledge and reasoning
capacities. Let's call this the ‘good at language -> good at thought’ fallacy. This fallacy has
come to the forefront due to the recent rise of large language models (LLMSs) (see Glossary),
including OpenAl's GPT models, Anthropic's Claude, and more open alternatives [3] like
Meta's LLaMa models and EleutherAl's GPT-J. LLMSs today can produce text that is difficult to
distinguish from human output, outperform humans at some text comprehension tasks [4,5],
and show superhuman performance on next-word prediction [6]. As a result, claims have
emerged, both in the popular press and in the academic literature, that LLMs are not only a
major advance in language processing, but are also showing ‘sparks of artificial general

Trends in Cognitive Sciences, Month 2024, Vol. xx, No. xx

Highlights

Formal linguistic competence (getting the
form of language right) and functional
linguistic competence (using language
to accomplish goals in the world) are dis-
tinct cognitive skills.

The human brain contains a network of
areas that selectively support language
processing (formal linguistic compe-
tence), but not other domains like logical
or soclal reasoning (functional linguistic
competence).

In the late 2010s, large language
models trained on word prediction
tasks began achieving unprecedented
success in formal linguistic compe-
tence, showing impressive perfor-
mance on linguistic tasks that likely
require hierarchy and abstraction.

Consistent performance on tasks requir-
ing functional linguistic competence is
harder to achieve for large language
models and often involves augmenta-
tions beyond next word prediction.

Evidence from cognitive science and
neuroscience can iluminate the capabili-
ties and limitations of large language
models and pave the way toward better,
human-like models of both language and
thought.

The University of Texas at Austin, Austin,

TX, USA

2Georgia Institute of Technology, Atlanta,

GA, USA

3University of California, Los Angeles,

CA, USA

‘4Massachusetts Institute of Technology,

Cambridge, MA, USA
5These authors contributed equally t
this work

https://doi.org/10.1016/).tics.2024.01.011

© 2024 Elsevier Ltd. All rights reserved.
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CA AB 2885

CALIFORNIA REPUBLIC

Section 11546.45.5 of the California Government Code (2024-09-28):

“Artificial intelligence” means an engineered or machine-based system
that varies in its level of autonomy and that can, for explicit or implicit
objectives, infer from the input it receives how to generate outputs that
can influence physical or virtual environments.




an engineered or machine-based system that varies in its level of autonomy
and that can, for explicit or implicit objectives, infer from the input it receives
how to generate outputs that can influence physical or virtual environments
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Intelligence vs. knowledge or task effectiveness

More commonly ...
We confuse being knowledgeable with being intelligent
Or the ability to do tasks?

AGI: “ability to perform most (cognitive/ economically valuable) tasks at or
above the level of the average person”

I22




Intelligence

“an agent’s ability to achieve goals in a wide range of environments”
— Shayne Legg and Marcus Hutter (2006)

“the ability to learn and perform a range of techniques to solve problems and
achieve goals, appropriate to the context in an uncertain, ever-varying world”
— Christopher Manning

23



Some amazing reasoning examples now work in LLMs!

openai/text-davinci-002

The cost to produce a book is 1000 dollars plus 8 dollars per book.
The book sells for 20 dollars each. How many books must be sold
to make a profit?

1250 books must be sold to make a profit.

The cost to produce a book is 1000 dollars plus 8 dollars per book.
The book sells for 20 dollars each. How many books must be sold

to make a profit? Let's work step by step.

The cost of producing 1 book is 1000 + 8 = 1008 dollars.

The cost of producing 2 books is 1008 + 8 =1016 dollars.
Therefore, the cost of producing n books is:

Cost = 1008 + 8n

The selling price of 1 book is $20.

The selling price of 2 books is $40.

The selling price of n books is:

Selling Price = 20n

We want to find how many books must be sold in order to make a profit. That is, we want t
o find n such that:

Cost < Selling Price

1008 + 8n < 20n

8n < 20n - 1008

-1008 < 12n «

1000 < 12n

83.33<n

Therefore, n must be greater than 83.33 in order to make a profit.

24

&

To determine how many books must be sold to make a profit, we need to figure out when the

revenue from selling the books exceeds the total cost of producing them.

Let:

e I be the number of books sold.

» The cost to produce x books is:
Total cost = 1000 + 8z

(where 1000 dollars is the fixed cost, and 8 dollars is the variable cost per book).

 The revenue from selling & books is:
Revenue = 20z

(where each book is sold for 20 dollars).

To make a profit, the revenue must be greater than the total cost:

20z > 1000 + 8z

Solving the inequality:

1. Subtract 8 from both sides:

20z — 8x > 1000

122 > 1000
2. Divide both sides by 12:
1000

2 > ~ 83.33
a 1 3

Since & must be a whole number, you need to sell at least 84 books to make a profit.
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G To find the maximum and minimum possible distances between Wallup and Gollis, let's consider

the two possible configurations for the positions of the towns.

1. Maximum Possible Distance:

For the maximum distance between Wallup and Gollis, Wallup and Gollis would be on opposite
sides of Twi in a straight line. In this case, the total distance would be the sum of the two

distances:

e Wallup to Twi =12 km

e Twito Gollis =18 km

So, the maximum possible distance is:

Maximum distance = 12km + 18 km = 30km

2. Minimum Possible Distance:

For the minimum distance, Wallup, Twi, and Gollis would be in a straight line, with Gollis on the
same side of Twi as Wallup. In this case, the minimum possible distance would be the difference

between the two distances:

e Wallup to Twi =12 km
Gollis - Twi to Gollis = 18 km
The minimum possible distance is:
Minimum distance = |18 km — 12km| = 6 km

Conclusion:

e The maximum distance between Wallup and Gollis is 30 km.

e The minimum distance between Wallup and Gollis is 6 km.

PO POy
25




26

Let's explore the problem step by step:

You want to know the maximum and minimum possible distances between the town of Ansel and

the town of Wallup. We know the following distances:
e Wallup to Twi =12 km
e Twi to Gollis =18 km

e Gollis to Ansel = 5 km

Maximum Possible Distance:

For the maximum possible distance between Ansel and Wallup, the towns would need to be laid
out in a straight line with Ansel on the opposite side of Gollis from Wallup. This would give us the

longest possible distance by adding all the segments together:
e Wallup to Twi =12 km
e Twito Gollis =18 km

e Gollis to Ansel = 5 km

So, the maximum possible distance from Ansel to Wallup is:

Maximum distance = 12km + 18 km + 5 km = 35 km

Minimum Possible Distance:

For the minimum possible distance, Ansel would be on the same side of Gollis as Wallup, and we

would subtract the distance between Ansel and Gollis from the other distances:
e Wallup to Twi =12 km
e Twito Gollis =18 km

e Gollis to Ansel = 5 km

The minimum possible distance is:
Minimum distance = (18 km — 5km) + 12km = 25km
Conclusion:

e The maximum distance from Ansel to Wallup is 35 km.

e The minimum distance from Ansel to Wallup is 25 km.

PO POy







15t Workshop on System-2 Reasoning at Scale

December 15, 2024. NeurIPS Workshop, Vancouver, Canada

—\What do we need to imbue language models with System-2 reasoning capabilities?

— Are scale and the “bitter lesson” going to dictate how the future of Al technology will
unfold?

— Do we need a different mechanism for implementing System-2 reasoning, or should it be
a property that emerges from a possibly different training method?

— How do we benchmark System-2-like generalization? How do we avoid data

contamination?
Speakers + Panelis

Melanie Mitchell @Joshua Tenenbaum@Francois Chollet # Dzmitry Bahdanau Tal Linzen
7
J—

Organ1 zers) —<

Shikhar Murty |

Shunyu Yao Chris Manning I Yejin Choi
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https://neurips.cc/

Learning Grounded Instruction Following
with Language Models

N

4 | Shikhar Murty




Grounded Instruction Following with Language Models?

0.375 -

0.3 -
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Paris L_ondon

The capital of Paris is

Language Model
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Grounded Instruction Following with Language Models?

First Attempt: Zero-shot instruction following

-----------------------------------------

You are an agent capable of the
following actions:

1.Type X on Y

2.Move mouse to X

3.Click on X

4 .Hover on element X

5. ..
Your objective is to follow user instructions,

by mapping them into a sequence of actions.
Instruction: {g}

S

0.375 -

LS
=y

0.225 -
0.15 -

0.075 - (- 9) |

\ Y

Language °,

0 - _ Model R
Paris L_ondon Policy

So far, you have taken the following actions:
al:
az:

After executing these actions, you observe

The Capltal Of Parls 1S s the following HTML state: <HTML state>

Language Model .

Now, think about your next action:
Thought: [model-pred]

zemini \

.----------------------'

Now, take an action:
Action: [model-pred] :

-----------------------------------------

“---------------------

31 Yao et al. 2023. WebShop.



Grounded Instruction Following with Language Models?

First Attempt: Zero-shot instruction following

Cancel shampoo subscription from the
list of “subscribe and save” items

UERU

Stanford 94305

Prime Big Deal Days

Shop early deals

LMs cannot know how to navigate to the right section without prior knowledge of amazon.com
How can we provide this prior knowledge about environments?
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Grounded Instruction Following with Language Models?

First Attempt: Zero-shot instruction following

Cancel shampoo subscription from the
list of “subscribe and save” items

WUMC

';_-D Free shipping
Special for you

g ) e o o
B ) cetthe Temu ape
-f-gﬂs ﬁ Best Sellers 5-Star Rated ﬂ Temu Fest

categories - o orderS&

& Account @ Support

SCORE BIG DEALS & SAVE MORE

580%OFF&

SAVE NOW >

@ Temu's Commitments

(3 Secure privacy |

=] safe payments | Delivery guarantee >
A Be wary of messages about delivery issues claiming to be from USPS. View >
. L U‘
, Lightning deals Limited time offer >

SIS e
g A R 4 ! W ¥ »vlﬂ‘ |
i) S ; “ > ‘ ; ) W:{’ WA 1 M
L, ; = ‘ L / Lagd
A lo7e 8 Almost sold out '
-99 1.7K+ sold
BONUS

Almost sold out
% $10.76 $43-8% 4.9K+sold ¥ $63.47 $323:36 7K+ sold % $37.87 $16841 2K+ sold % $6.07 $42-99 3.7K+sold &3]
COUPONS )1:11:27:59 O 11:27:59 () 02:11:27:59 — 0 02:11:27:59
{270 % % % % ¥ 353 % % % Kk A 275

O 11:27:59
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Grounded Instruction Following with Language Models?

First Attempt: Zero-shot instruction following

Cancel shampoo subscription from the
list of “subscribe and save” items

ESPRESSO
@ P A RT s Search... ﬂ 8 3% Browse Parts 0 pppppp w

Machines Equipment Filters Tools Supples - Brands

SAVE 10% ONgws
SANREMO'’S Dty

From 10/1/24-10/31/24 [

GET YOURS TODAY

Barista tools are essential—
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Grounded Instruction Following with Language Models?

Second Attempt: Behavioral Cloning with Human demonstrations

Hello, sign in Returns H I - i ; TN

AL~ Search Amazon N sl \._./cm 2 Expedm Shop travel v $ Gettheapp USD ™= Listyourproperty  Support Trips [  Signin

Medical Care ~ Best Sellers Amazon Basics Prime ~ New Releases Music Today's Deals Groceries ~ Customer Service Amazon Home Registry Books Big deals coming soon
Help those affected by Hurricane Helene Donate now
Stays  Flights  Cars Packages  Thingstodo  Cruises
Prime Big Deal Days
Q Whereto? & Dates Travelers S
Shop early deals e sep29-Oct2 2 2 travelers, 1 room

() Add aflight [[) Add acar

Save 10% or more on over 100,000 hotels with Member Prices. Also, members save up to 30% when you add a hotel

Halloween finds under $50
X el
| AR
)

Dress up. Indoor decorations.

= Signin Learn about One Ke
to a flight 9 y

Enjoy all the Prime benefits Pet wellness must-haves Sign in for the best -

experience

Sign in securely

NEW

Earn up to $600 in OneKeyCash™
after qualifying purchases. Terms apply.
—

&
([
\ Y

OneKeyCash is not redeemable for cash.

Learn more

=

[ Store Mac iPad iPhone  Watch Vision AirPods TV & Home Entertainment  Accessories Support Q (] * My profile Y My library
®

Buy Mac or iPad with education savings. And last chance to get a gift card up to $150. Offer ends 9/30.’ Shop »

Google Scholar

iPhone 16 Pro

Hello, Apple Intelligence.

®) Articles Case law

Stand on the shoulders of giants

Learn more

adWs About AWS

S—

ContactUs Support v  English v My

Solutions Resources Open Source Enterprise Pricing

A PCAOIN  Create an AWS Account o Product

Amazon Q Products Solutions Pricing Documentation Learn Partner Network AWS Marketplace Customer Enablement Events Explore More Q

B meta-llama/llama ' public

AWS Free Tier Overview  Free Tier Categories ~  How to Create an Account  Featured Offers for Business +  FAQs  Terms and Conditions
Innovate faster with Generative Al on AWS. From startups to enterprises, or trust AWS to i with artificial i i e. Learn more © Code () Issues 330 11 Pullrequests’ (G2 Actions  f Projects O Security L Insights
about Generative Al on AWS »
¥ main - ¥ 17 Branches © 1Tags Q Gotofile <> Code ~
) jspisak Update README.md 8BfacBbe - 2 months ago 1) 147 Commiits
Three Types of Offers ®

More than 100 AWS products are available on AWS Free Tier today. Three different types of free offers are available

depending on the product used. Click an icon below to explore our offers.

Free Trials 12 months free

g ———

Click to Learn Mare

Click to Learn More

Explore Top Product Categories

it = B

(mg

SIGN IN

goodreads

goodreads

Summer Reading

Read more

Deciding what to read next?

You're in the right place. Tell us what titles or
genres you've enjoyed in the past, and we'll
give you surprisingly insightful
recommendations.

Goodreads.

What will you discover?

Because Brian liked...

TRAFFIC
me "=

Nuudze

What are your friends reading?

Chances are your friends are discussing their
favorite (and least favorite) books on

I github/ISSUE_TEMPLATE fix faq link 10 months ago

I llama update the code to use the module's __call__ & months ago

[ .gitignore Initial commit last year
Always free

(3 CODE_OF_CONDUCT.md Initial commit last year

[ CONTRIBUTING.md Updating contributor guide

Click to Learn More

[ LICENSE Update LICENSE

[ MODEL_CARD.md Update MODEL_CARD.md

® [ README.md Update README.md
Hi, | can connect you with an AWS
representative or answer questions you @e [3 Responsible-Use-Guide.pdf llama 2
have on AWS.
“) [ UPDATES.md Update UPDATES.md
- AR

eventbrite Q Searchevents

Discover & read more

‘ g Continue with Amazon

l ‘ Continue with Apple I

Terms of Service Privacy

/ Policy.

Cl

Already a member? Sign In

Find your next event

Pick Your Plan

MONTHLY ARLY %

He discovered:

Decision-making,
JNRING Sociology,
FASTESTON  Marketing

Ultimate Ad-Free
$209.99

t Titlos in 4K

Music Nightlife

7 months ago
last year
6 months ago
2 months ago
last year

last year

Q Cambridge

Performing & Visual
Arts

Collecting human demonstrations that cover most use-cases across websites is expensive
Humans learn about new web-interfaces simply by interacting with them.

Can we do the same with models?

or jump fo... Signin Sign up

Y Fork 9.5k Tr star 557k

About

Inference code for Llama models
Readme

View license

Code of conduct

Activity

Custom properties

56.7k stars

619 watching

<o+ dr8

9.5k forks

Report repository

Releases

© 1tags

Packages

No packages published

Create Events

@ Find Events

K2

Holidays Dating Hobbies



Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

. Prompt: Given a website, take :
. actions of the following '
. format to explore...

. Action: [[pred]]

-------------------------------------------------------------------

Exploration Policy
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Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

: IHECKI
Book Your One-Way Flight Book Your One-Way Flight B @)  Decemberz0te
e Su Mo Tu We Th Fr Sa
sf| San Francisco, CA ( Depart: adinls e E o
San Francisco, CA ~ - San Francisco, CA [ 4|[ s|[ s|[ 7][ s][ 9][ 10
(SFO) New York, NY -All a (SFO) 1 1|[ 12| 13|[ 1a|[ 15| 18][ 17
Arrives: 1_:34I|3:'M o 18| 19| [ 20|[ 21][ 22| 23| 24
New York, NY - Al [l (=51 (5] ] ) e [l
[ ] [ ] airports (NYC) ( )
Duration: 10h 53m
Search Search Book flight for Search
[ \ B @  oecemberzots Book Your One-Way Flight Book Your One-Way Flight
- Su Mo Tu We Th Fr Sa
Book Your One-Way Flight E o | From: | | From: |
[From: ] al[ s|[ s|[ 7|[ 8|[ 9l[ 10 . twy
[TO. ] E " 12(| 13|| 14|| 15| 16]] 17T |T0. | | |
: 18| 19]| 20|| 21 22 23 24
e B
[ ) ( ) (12/21/2016 ] (12/26/2016 ]
Search N / Search Search Search
Exploration Policy
Book Your One-Way F|ight Book Your one_way Flight Depart:  1:31 PM

o (Som Franciss, GA ik How can we decide if a sequence of

Arrives:  4:29 PM

San Francisco, CA

New York, NY - All a Thu Oct 20 2016 . : : 1
San? | | e interactions is meaningful?
l | (10/2012016 ) Book figh for Use Natural Language!
Search Search $241
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Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

Prompt: You are given

Book Your One-Way Flight Book Your One-Way Flight B @  December20ts 'F .
5 ——— G : a sequence oTr actions
sf San Francisco, CA (! et 5 F ]
Tue Dec 13 2016 L 2| 3 . *
Essagol:)rancisco, CA New York, NY - All a (SS:EOF}?:ncisco, CA ] E : 12 12 1; 12 12 :: a nd CO r re S pO n d 1 ng HTM I_
Arrives: 7.34 PM 18|| 19]| 20| 21 22) 23|| 24 E 1
Toebec o200 OB | states on a website.
[ ] [ ] Duration: ?EEOS";SHSNYC) | [ ]
Search Search Book flight for ! Search : :
- Label: [Lpredll . ... F
4 I
( \ B €  December20ts Book Your One-Way Flight Book Your One-Way Flight
Book Your One-Way Flight E Su Mo Tu We Th Fr =a |Fr0m: | |Fr0m: |
[From: ] al[ s|[ s|[ 7|[ 8|[ 9l[ 10 .
N To: twy
o ) b | N | |
E 25| 26|| 27|| 28|| 29|| 30|| 31
Departuro Dats |
[ ) ( ) (12/21/2016 ] (12/26/2016 ] L )
Search \ / Search Search Search
Exploration Policy Trajectory Labeler
Book Your One-Way Flight Book Your One-Way Flight e Gat 20 2016 H d . d . f f
T (Som Franciseo, GA( o e OW can we decide if a sequence o
San Francisco, CA Arrives:  4:29 PM
' New York, NY - All a ° . ° .
o ' ' interactions is meaningful?
ourtion: narm
[ ] [10/20/2016 | Book flight for
Search Search $241
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Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

% Book a flight from SFO to NYC

! O |

Book Your One-Way Flight Book Your One-Way Flight B @  December20ts Prompt: You are given a
sfol San Francisco, CA (. Depart: e E o Mo Tw W “‘1 F’z sz sequence of actions and
San Francisco, CA New York NY - All (SSa;OF}rancisco, CA ] E a|[s][e][7][e][o][10 correspo ndi ng HTML
SFO : 11|[ 12| [ 1a][ 14| 15| [ 18][ 17 3 .
= Arrives:  7:34 PM P EEEEEE . states on a website..
ittt o[BI - :
[ ] [ ] _airports (NYC) | ( ) .
Duration: 10h 53m ...Label:-[[pred} ] --ooviiiiiinns
Search Search Book flight for | Search P <
@ Set the date as 12/26/2016
( \ B @)  December20ts Book Your One-Way Flight Book Your One-Way Flight
Book Your One-Way Flight E Su Mo Tu We T: F’2 sz | From: | | From: |
o | s [ o w | — g
[To: ) e Trajectory Labeler
o B IEEE
[ ) ( ) (12/21/2016 ] (12/26/2016 ]
Search - J Search Search Search

Exploration Polic
p ’ @ Book cheapest flight from SFO to NYC
l Cov |

Book Your One-Way Flight . ; Depart:  1:31 PM
Book Your One-Way Flight Thu Oct 20 2016
San Francisco, CA

sfo |San Francisco, CA (| (SFO)
Arrives: 4:29 PM

San Francisco, CA

(SFO) [New York, NY - All a Thu Oct 20 2016
New York, NY - All
airports (NYC)

Duration: 2h 57m
[ ] [10/20/2016 ] Book flight for
Search Search $241
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Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

%)H@) Book a flight from SFO to NYC

baCK

Book Your One-Way Flighl Book Your One- Way F||g|1| SFO to NYC | 12/13/2016 o December 2016 g P rOmp t . YOU a r e g i Ve n a
st San Francisco, CA ( Dopart: &41AM Fremmnne ; sequence of actions and
San Francisco, CA New York NY - All (S;;OF}rancisco, CA ‘ [ a|[s][e][7][e][o][10 correspo ndi ng HTML
(SFO) ‘ 12| [ 13| 14|[ 15| [ 16][ 17 ) .
Arrives:  7:34 PM IEEEEEE .  states on a website..
et [ =) o [ ; :
[ ] [ ] - airports (NYC) | ( )
Duration: 10h 53m ...Label:-[[pred} ] --ooviiiiiinns
Search Search Book flight for Search p o <
@)@ Set the date as 12/26/2016
( \ B @)  December20ts Book Your One-Way Flight Book Your One-Way Flight
Book Your One-Way Flight E Su Mo Tu We Th Fr Sa | From: | | From: |
e | [RE=os) . [ | — g
To: ) R Trajectory Labeler
o|EEEERDE
[ ] [ ] [12/21/2016 ] [12/26/2016 ] STeeeeeiiccctittiiiiteeee e '
Search - J Search Search Search : Prompt:OQutput “1” if the ;
Exploration Policy . trajectory 1s correct
[ 1 Book cheapest flight from SFO to NYC : for the given
l L J . instruction..
Book Your One-Way Flight : Depart: 1:31 PM : f
ook Your One-Way Flig Book Your One-Way Flight Thu Oct 20 2016 . Label ) I: Lpred] :I ................. 1
sfd [San Francisco, CA (] Sen Francisco, CA
San Francisco, CA Arrives:  4:29 PM e Y
(SFO) [New York, NY - All a il Oct 20 2016
New York, NY - All
airports (NYC)
Duration: 2h 57m
[ ) (10/20/2016 ) Bookifightior
Search Search $241

\ J
Demonstration Filter
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Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

%)H@) Book a flight from SFO to NYC x

baCK

Book Your One-Way Flight Book Your One-Way Flight SFO to NYC | 12/13/2016 o December 2016 E P rOmp t . YOU are g i ven a
st San Francisco, CA ( Dopert: S414M Fremmnne ; sequence of actions and
San Francisco, CA New York NY - All (S;;OF}rancisco, CA ] E a|[s][e][7][e][o][10 correspo ndi ng HTML
(SFO) . 11| 12| 13| 1a][ 15| 16][ 17 3 .
Arrives:  7:34 PM IEEEEEE .  states on a website..
et Bi= = wm w0 ; :
[ ] [ ] - airports (NYC) | ( )
Duration: 10h 53m ...Label:-[[pred} ] --ooviiiiiinns
Search Search Book flight for Search p o <
@)@ Set the date as 12/26/2016
( \ B @)  December20ts Book Your One-Way Flight Book Your One-Way Flight
Book Your One-Way Flight E Su Mo Tu We Th Fr Sa | From: | | From: |
o | [RE=os) . [ | — g
To: ) R Trajectory Labeler
o|EEEERDE
[ ] [ ] [12/21/2016 ] [12/26/2016 ] STTTttetsesieciiieiiiiitii ey '
Search - J Search Search Search : Prompt:OQutput “1” if the ;
Exploration Policy . trajectory 1s correct
[ 1 Book cheapest flight from SFO to NYC : for the given
l L J . instruction..
Book Y -Way Fligh : Depart: 1:31 PM : f
ook Your One-Way Flight Book Your One-Way Flight Thu Oct 20 2016 . Label ) I: Lpred] :I ................. 1
sfo [San Francisco, CA (] Sen Francisco, CA
San Francisco, CA Arrives:  4:29 PM e Y
(SFO) [New York, NY - All a il Oct 20 2016
New York, NY - All
airports (NYC)
Duration: 2h 57m
[ ) (10/20/2016 | Book flight for
Search Search $241

N\ J
Demonstration Filter
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Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

%)H@) Book a flight from SFO to NYC x

Book YOI.Ir Ol‘la-way Flight k Y 0 W v FI ght SFO to NYC | 12/13/2016 ; B' o December 2016
Su Mo Tu We Th Fr Sa
sfol San Francisco, CA (: o E
San Francisco, CA San Francisco, CA [
(SFO) New York! NY - All a _ (SFO) 1 1| 12| 13|[ 1a][ 1s|[ 18][ 17
Arrives: 1_:34I|3:'M o 18| 19|[ 20| 21| 22| 23| 24
Sepsiisslliste New York, NY - Al B == EEE
[ ] [ ] airports (NYC) ( ]
Duration: 10h 53m
Search Search Book flight for Search

4 )
[From: ]
[To: ]

- J

Exploration Policy

Demonstration Filter Trajectory Labeler

Instead of throwing away bad (instruction, trajectory) pairs, BAGEL refines iteratively by going back
42 and forth between language and actions




Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

éPrompt: Map the given ;
- instruction to a sequence :

: of actions, one at a time. : o o
: : Set Origin to SFO and destination to NYC

gThOUght: [[pred]] §
. Action: [lpred1]. . .. . i ( 1
'-.::::'. l L J

( \ Book Your One-Way Flight Book Your One-Way Flight
Book Your One-Way Flight
[From: ] sfol San Francisco, CA (
} San Francisco, CA _
[To: ] (SFO) . . . New York, NY - All a
- J l ) [ )
Search Search

Book a flight from SFO to NYC

Demonstration Filter Trajectory Labeler

Instead of throwing away bad (instruction, trajectory) pairs, BAGEL refines iteratively by going back
43 and forth between language and actions




Grounded Instruction Following with Synthetic Demonstrations

BAGEL: Our first attempt for generating synthetic demonstrations via interaction

=
demnsiration Fitcer |
I ﬁ I
7_0 7_1 ’TT
Crm)—>E-1-0-1 H-H-H-B B H-E-H-B
P Y Dy VA ™ %

[Trajectory Labeler) CLM policy) [Trajectory Labeler] CLM policy)"' [Trajectory Labeler] CLM policy)
gr

Instead of throwing away bad (instruction, trajectory) pairs, BAGEL refines iteratively by going back
and forth between language and actions

44



Some Results from In-Context Learning with BAGEL demonstrations

45

Movemeabemou'rnsour\u‘s; Sﬂﬂ\eslidefsmniemdmhénm Wmenuniwr?"inme DrﬁgReetome%posmn. 1Keepyourm6usersidemecnde Emérthemhcol(:ounlrym
is the active side facing the user. | [13,20,13] and submit. checkboxes using the example on as &t moves around. the text field and press Submit.
the right and press Submit when
finished.
J & $ Jade Gender Male
14 u AR RE k First name Annecorinne
'! 19 < | o % Ree Country Guam
/H { »
4 17 5 Year of Birth 1134
> Karlen Religion Hinduism
SUD!E!‘J
- ¥ - tMike | ] . 4 |
. ' Submit
- Submit Submit 3 Noelyn
Drag all tnangles into the black Select 09/23/2016 as the date and | Sort the numbers in increasing Copy the text from the 1st text Sedect all the shades of blue and | Find the 4th word in the
box. hit submit. order, starting with the lowest area below and paste it into the press Submit. paragraph, type that into the
number at the top of the list. text nput. textbox and press "Submit”.
® He Date: o Blandit =~ B 8 8 @ [Nonarcyut MRS est Gravida
. - Sepemeeron ) aulsaue.. rf{k gravida. Porta erat nulla eget
(Sl . v nmo oo | 312 Amet ac odio | condimentum posuere a
k aliauam, 4 e 0 B »
49 Ultrices ~
o el e o sl 38l o ‘ornare . /4 . ; <] Submit
HEHE %:4 $-28 - T~ N
, Submit | | Submit |
| Submit | —_— (LY K
Click the button n the dialog box | Highlight the text in the paragraph | Highlight the text in the paragraph | Find the 11th word in the Move the cube around so that "2" | Drag the smaller box so that itis
labeled "Cancel". below and click subemit. below and click submit. paragraph, type that into the is the active side facing the user. | completely inside the larger box.
textbox and press "Submit”.
| Submit | Tempor posuere nibh, Vel nisl,  |Ullamcorper aliquet amet
x . - faucibus. Feugiat ullamcorper. Elit. Mattis lucfus ——
condimentum k diam. Lobortis nulla fermerfum
amare faucibus L
Massa Facilisi luctus. Est
vel Submit ,
| Submit |
Cancel oK ’ o did il SUbﬂiﬂ
g Subiﬂt [

MiniWoB++: map instructions to sequence of mouse and keyboard actions

Sandboxed environment evaluating basic browser interactions across
a range of applications from social media to email clients

Evaluates functional correctness
Not real world (limited functionality)

Relatively short-horizon
Zero-shot performance far from perfect!




Some Results from In-Context Learning with BAGEL demonstrations

Domain Zero-shot + BAGEL
book-flight-nodelay 0.05 0.15
email-inbox-all 0.88 1.00
i b choose-date-nodelay 0.2 0.4
(1'is better) social-media 0.6 0.7
Mean Reward 0.47 0.61

BAGEL improves zero-shot agents significantly
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Some Results from In-Context Learning with BAGEL demonstrations

Baseline: Instruction-first approach

> Sample instructions from a prior, given first observation from environment
> Run zero-shot agent over these instructions

> Use the scoring function to filter out demonstrations

ooooooooooooooooooooooooooooooooooooooo

: Prompt: Given the
. initial page of a
. website, generate .
. possible instructions.. :

ooooooooooooooooooooooo

Instruction > '—M cemmee> Demonstration Filter
Generator policy
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Some Results from In-Context Learning with BAGEL demonstrations

Domain Instruction-First BAGEL
book-flight-nodelay 0.05 0.15
email-inbox-al 0.85 1.00
. choose-date-nodela 0.35 0.4
(T is better) | | Y
social-media 0.7 0.7
Mean Reward 0.52 0.61

BAGEL improves performance over an instruction-first approach
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Some Results from In-Context Learning with BAGEL demonstrations

Domain BAGEL (no itrs) BAGEL
book-flight-nodelay 0.15 0.15
email-inbox-all 0.60 1.00
. choose-date-nodela 0.15 0.4
(T is better) | | Y
social-media 0.6 0.7
Mean Reward 0.53 0.61

Multiple Iterations of relabeling improves performance
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Lessons learned from BAGEL

e Linguistic priors can be a powerful tool for filtering useful interactions on web-interfaces.

e |nstruction-first data generation has been extremely successful for ungrounded settings (e.g. self-instruct).
But this does not work so well for grounded settings:
> Given website landing page, no model can imagine the set of possible meaningful tasks.
> This becomes even harder when website contains hidden features that can only be found via interaction.

e Round-trips between natural language instructions and sequence of actions eventually finds high quality
correspondences. Lots of other places where similar ideas have been successful:
> Cycle consistency for GAN
» Machine Translation (Back-translation)
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Grounded Instruction Following on Real Websites

e Exploration in BAGEL is unstructured and discovers simple demonstrations.
e Tasks on real-websites are hierarchical and complex:

& vlim-project [ viim ' Public QD sponsor L\ Notifications % Fork 4.1k Yy Star 27.6k
<> Code (%) Issues 16k 11 Pull requests 416 () Discussions (») Actions () Security |~ Insights
[Roadmap] vLLM Roadmap Q3 2024 VLLM's V2 Engine Architecture Hardware Backend Deprecation Policy
#5805 opened on Jun 24 by simon-mo #8779 opened 5 days ago by simon-mo #8932 opened 11 i
(®Mopen D4 (®open [I5 (®open D2
Q is:issue is:open O Labels 49 P Milestones 0 m
( 1,608 0pen +/ 3,023 Closed Author ~ Label ~ Projects ~ Milestones ~ Assignee ~ Sort ~

© [Feature]: OpenAl o1-like Chain-of-thought (CoT) inference workflow QGELIEICLITES:
eeeeeeeeeeeeeeeeeeeeeeeeeee O 1 task done

© [Feature]: Online Inference on local model with OpenAl Python SDK (i nas LJ4
sc101 O 1task done
© [Bug]: OpenGVLab/InternVL2-Llama3-76B: view size is not compatible with input tensor's size and stride @ fa 110
#8630 opened last week by erkintelnyx
©® [Bug]: memory leak €T Q7
#8629 opened last week by wciq1208 Q 1 task done
© [Bug]: Speculative decoding interferes with CPU-only execution @ D (12

Navigate to the issue titled memory leak for the vliim
project, like the comment by user wciql1208 and then
respond to the post saying “I am also ....”

How can we search efficiently over the space of possibly exponential meaningful interactions?
Use Linguistic priors
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Grounded Instruction Following on Real Websites

Navigate to the issue titled memory leak for the vlim
roject, like the comment by user wciql208 and then
respond to the post saying “I am also ....”

[Bug]: memory leak #& Otaskdong ) [BUS): memory leak

vLLM

Solutions ¥ Resources Open Source ~ Enterprise Pricing

$ Want to contribute to vlilm-project/viim? Dismiss ~ ©open U <D - L L interval,

If you have a bug or an idea, read the before opening an issue.
If you're ready to tackle some open issues,
weiq1208 commented a

Your current environment
[Roadmap] vLLM Roadmap Q3 2024 vLLM's V2 Engine Architecture Hardware Backend Deprecation Policy
() Overview [ Repositories 7 [ Projects @ Packages A People 6 TEeT 4 by siton- 48770 open . ’

» The output of *python collect_env.py"

Model Input Dumps

Pi d No response
Inne Filters = O is :open © Labels 48 > Milestones 0 New issue cute_model
", Describe the bug _model = execute_model
B e mn e em e mpeey e in_execute_model)
Publi - i - A - Vit - %pu(s): 7.9us, 1.7sy, 0.0ni, 9.51d, 0.0wa, 8.0hi, 0.0 si, 0.0 st
Bl vlim (public & lim-compressor (Publi © 1,608 Open 4 2 : wlL : = WiB Mem : 64247.4 total, 6749.3 free, 36211.0 used, 21287.1 buff/cache
, . . x . A high-throughput and memory-efficient inference and serving engine Transformers-compatible library for applying various compression . " . L 0.8 total) 0.0 free, 0.0 used. 27330 7:gvail Nem =
for LLMs algorithms to LLMs for optimized deployment with vLLM -) [Feature]: Qwen2.5 bitsandbytes support feature requs P USER m 1 RS 3‘3 p SMEM TIME+ COMMAND - B
8. ed 2 ac an9 )1t e root 2 - sk 9 = 7 . B .24 pt_main_thre
@®Python Y7276k % 41k @Python  Tr507 ¥ 41 By (e Dy 9‘3‘;:2 93 ::;ﬁﬂ-mmd
[New Model]: Molmo support - 8 root 20 @ 4612 243 18365 0. H bash Add a comment
A0 e i - . 380 root 20 734 1976 1356 R 0. .00 top
) e s dere Write | Previe H B
L:J Repositories [Usage]: caching with different batches ( usage X . .
1 1 = vllm serve /hestia/model/Qwen2.5-14B-Instruct-AWQ —-max-model-len 16384 --gquantization awg ——port 8@ " |'am also facing the same issues. In particular, when | run the following|
he world’s leading Al-powered developer platform. 5535 apenr 4 haurs ago by KevinZengds O 1 task don
Q Find a repository.. Type ~ Language ~ Sort ~ [Bug]: Error when using tensor_parallel in v0.6.1.post1 or 0.6.2  bug 18 Before submitting a new issue...
“ * ® 5 ® " [antissues, and asked the chatbot liing &t the battom right corner of the o ek A p—— ek 10 add f
: ing: 3 ji » P 7 99 otsof frequentl questions. G Markdown is supporte ] Paste, drop, or click 1o add files
vilm | Public MW [Bug]: VIim0.6.2 UserWarning: resource_tracker: There appear to be 1 leaked shared_memory objects to clean

Comment

up at shutdown | bug

A high-throughput and memory-efficient inference and serving engine for LLMs

© ©© © 0 0 0 00000 000000000000 0000000000000 00000000000 0 e ©0 0 6 606060006060 06006 0606000000000 00000600000000000000000,

: Prompt: You are given a : : Prompt:Output “1” if the :
. sequence of actions and § . trajectory is correct for the :
: corresponding HTML ; . given instruction.. §
. states on a website.. § g §
: § : Label: [[pred]] :

c.Label:..[Lpred]d..cccoooiiiiii
\

N J \ /)
52 Trajectory Labeler Demonstration Filter




Grounded Instruction Following on Real Websites

Navigate to the vlim
repository on github.com

o

[Bug]: memory leak
weiq1208 opene

[Bug]: memory leak #¢ 1 task done

vLLM ) ) - : .
% Want to contribute to viim-project/viim? Dismiss ~ © Open U= SOSCILEE interval_s

If you have a bug or an idea, read the before opening an issue.
If you're ready to tackle some open issues, 3 ef self, execute_model_re
execute.

Solutions ¥ Resources Open Source v Enterprise Pricing

weiq1208
nt.last_timepoint >

Your current environment

) . X [Roadmap] vLLM Roadmap Q3 2024 vLLM's V2 Engine Architecture Hardware Backend Deprecation Policy b T E A e L
(M Overview [ Repositories 7 [ Projects @ Packages A People 6 Bl — ) RPS— A — . 4 e
Ipe Ope (2 Model Input Dumps
. No respanse

Pinned Filters = C © Labels 48 > Milestones 0 New issue xecute_mos

" Describe the bug ! .execute_model = execute_model
-origin_execute_model)
& viim  Ppublic B lim-compressor | Public - X , A \ - XCpu: us, 1.7sy, 0.0ni, 9. 0.0 wa, 0.0hi, 0. ecute_model)
P () 1,608 Open Authe el ojects Milestones ~ S MiB Mem 247.4 total, 6749.3 free, 36211.0 used, 21287.1 buff/
MiB Snap .8 total, 0.0 free, 0.0 used. 27338.7 avail Mem

A high-throughput and memory-efficient inference and serving engine Transformers-compatible library for applying various compression . . .
PID USER PR NI VIRT RES  SHR S XCPU SMEM  TIMEs COMMAND

[Feature]: Qwen2.5 bitsandbytes support featu

LI |
, for LLMs algorithms to LLMs for optimized deployment with vLLM o
) o a - ’ 16 root % 0
i ; 1 root 20 0 10.0g 9279084190080 S 0.0
@Python  Tr276k ¥ 4k @python 507 ¥ a1 By R0 RTS8 LT ;
[New Model]: Molmo support  n d 84 root 20 4612 2435 1836 S 0.0 0. X Add a comment
N ’ . ~ . § 380 root 20 7304 1976 T1356 R 0.0 W 109
indi 2 Write Preview H B

Iam also facing the same issues. In particular, when | run the following|

Q Reposnones [Usage]: caching with different batches ( usage
odel/Qwen2.5-14B~Instruct-AWQ —-max-model-len 16384 --quantization awq —-port BE@: I

0 ] O 1 task dons

The world’s leading Al-powered developer platform.

Q Find a repository... Type ~ Language ~ Sort ~ [Bug]: Error when using tensor_parallel in v0.6.1.post1 or 0.6.2  bug Before submitting a new issue...

o ’ . ! ) " vant issu ind asked the chatbot living at the bottom right corner of the
: . % 27 99 osof frequently asked questions.
M/‘-J\’\/J [Bug]: VIim0.6.2 UserWarning: resource_tracker: There appear to be 1 leaked shared_memory objects to clean ] 4 & e 0
up at shutdown  bug e Comment

]
CD Markdown is supported 2 Paste, drop, o click to add files

vlim | Public
A high-throughput and memory-efficient inference and serving engine for LLMs

Navigate to the issue titled memory leak for the vlim
project, like the comment by user wcig1208 and then
respond to the post saying “I am also ....”

G J - )
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Open the issues page for the
vllm repository on github.com

Sl

Navigate to the vlim
repository on github.com

[Bug]: memory leak
weiq1208 opene

-

Solutions ¥ Resources Open Source v Enterprise Pricing

[Bug]: memory leak #¢ 1 task done

vLLM ) ) - : .
% Want to contribute to viim-project/viim? Dismiss ~ © Open U= SOSCILEE interval_s

If you have a bug or an idea, read the before opening an issue.
If you're ready to tackle some open issues,

self, execute model re
weiqi208 execute
nt.last_timepoint >

Your current environment
) . X [Roadmap] vLLM Roadmap Q3 2024 vLLM's V2 Engine Architecture Hardware Backend Deprecation Policy b T E A e L

(M Overview [ Repositories 7 [ Projects @ Packages A People 6 Bl — ) RPS— A . 4 e
pe Ope Model Input Dumps

o response

Pinned Filters - © Labels 48 > Milestones 0 New issue xecute_mo
" Describe the bug .execute_model = execute_model
. - . N P .origin_execute_model)
i - ¢ ecute_model)
i (pubte (e Rm-compressor (Pucke © 1608 0pen I L R e
, | . . . A high-throughput and memory-efficient inference and serving engine Transformers-compatible library for applying various compression . . . ) n . " WiB Swap 0.8 total, 0.9 free, 0.0 used. 27338.7 avail Mem
for LLMs algorithms to LLMs for optimized deployment with vLLM [Feature]: Qwen2.5 bitsandbytes support featu PID USER PR NI VIRT RES SHR S X(PU SMEM  TIME+ COMMAND
) ed 2 3 191 t e 16 root 2
@Python  Yr276k W 41k @Python 507 ¥4 e T Py
[New Model]: Molmo support ' n 84 root 20 4612 243 18365 0.0 0. X Add a comment
, y . 01 1ae 389 root 20 7304 1976 (1356 R 0.0 0. :
indi 2 Write Preview H B
Q Reposnones [Usage]: caching with different batches ( usage - 5 - -
] . . 1/Qwan2 . 5-14B-Tn4 trUct-ANQ ——ax-modsl-lan 16384 —quantization awg —port B6ed (0 m Iam also facing the same issues. In particular, when | run the following|
The world’s leading Al-powered developer platform. 4939 opanad  hours g0 by KevinZang0s: O ek den
Find a repository... Type Language Sort
Q P v Bs S ¥ M [Bug]: Error when using tensor_parallel in v0.6.1.post1 or 0.6.2 ' bug Before submitting a new issue...
” e ’ o i = .’ S 3y antissues, and asked the chatbot iving at the bottom rght corner o the O erkdoun | Ereme ek 10 ac i
i i v, ats of fraquently asked questions. 1 Markdown Is supporte aste, drop, or click to add files
M/‘-J\’\/J [Bug]: VIim0.6.2 UserWarning: resource_tracker: There appear to be 1 leaked shared_memory objects to clean & e» 0 99 otsof froquen R
Comment

vlim | Public
A high-throughput and memory-efficient inference and serving engine for LLMs

up at shutdown  bug

Navigate to the issue titled memory leak for the vlim
project, like the comment by user wcig1208 and then
respond to the post saying “I am also ....”

G J - )
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Navigate to issue titled memory leak for
the vlim repository on github.com

Open the issues page for the vlim @)Hgéi

repository on github.com

Navigate to the vlim § H §

repository on github.com

—

O Product ~ Solutions ¥ Resources Open Source v Enterprise Pricing

. # 9 D [Bug‘]f. memory leak
vLLM ) ) - oo g weiatz08
% Want to contribute to viim-project/viim? Dismiss ~ z JEEIEE S interval_s
If you have a bug or an idea, read the before opening an issue.
If you're ready to tackle some open issues, 3 of 1_req None, ) -> OpticnalListl
weiqi208 e e anh = res execute_model_req,
now
i now nt.last_timepoint > T
Your current environment torch.cuda.

[Roadmap] vLLM Roadmap Q3 2024 vLLM's V2 Engine Architecture Hardware Backend Deprecation Policy

(M Overview [ Repositories 7 [ Projects @ Packages A People 6 "

» The output of *python collect_env.py”

P 2 Model Input Dumps
Pinned No respanse
Filters = O is © Labels 48 > Milestones 0 New issue

" Describe the bug

A viim Public 3 lim-compressor ' Public 093 C . " . ol 7sy, G, % 0.0
" " P © 1,608 Open 3,023 Closed LU ug gEin M R : MiB Mem : 64247.4 total, 6749.3 free, 1.
o.

A high-throughput and memory-efficient inference and serving engine Transformers-compatible library for applying various compression MiB Swap 0.8 total, 0.0 free,

i, 0.0si, 0.0s
, |} n |} . - . n n [ ] . A - es
for LLMs algorithms to LLMs for optimized deployment with vLLM [Feature]: Qwen2.5 bitsandbytes support feature r< PID USER PR NI VIRT _RES _ SHR 5 XCPU SMEM  TIMEs COMMAND
Y:T ) e a 191 t e 16 root 2 0 19.2g 343976 R 100.0 30.7 pt_main_thread
1 root @ 10.0g 9279080190080 5 0.0 1.4 16:19.86 pt_main thread
@Python  Tr276k ¥ 4k @ Python 507 W am et Qs csisziassipeees] KSR Stcs 8 ol mat
[New Model]: Molmo support ' ne el G 84 root 4612 2435 1836 S 0.0 0.0 0:00.01 bash

Add a comment
380 root 7304 1976 T1356R 0.0 0.0 0:00.00 top

Write | Preview H B
[ Repositories [Usage]: caching with different batches (usage - i i i
T he WO I’|d IS |eCl d | n g Al—powe I’ed d eve[o I]e r |:)|Cltf0rﬂ’] § i o vllm serve /hestia/model/Qwen2.5-14B~Instruct-AWQ —-max-model-len 16384 --quantization awq —-port 8881 " Iam also facing the same issues. In particular, when | run the following|
Q Find a repository... w3 @ Language ~ Sort ~ [Bug]: Error when using tensor_parallel in v0.6.1.post1 or 0.6.2 ' bug Before submitting a new issue...
Al e R e e e — . " ant issues, and asked the chatbot living at the bottom right corner of the ) ) i
vilm  Public M/\-JV\,J [Bug]: VIim0.6.2 UserWarning: resource_tracker: There appear to be 1 leaked shared_memory objects to clean 4 R O R RO o ot sked i edomnisseppanes S
A high-throughput and memory-efficient inference and serving engine for LLMs up‘affhut.duwn M{i e (B g Comment

Complex trajectories can be segmented such that prefixes correspond to sub-tasks. We can use this
as a pruning function for structuring exploration!

Navigate to the issue titled memory leak for the vlim
project, like the comment by user wcig1208 and then
respond to the post saying “I am also ....”

o J (S )
55 Trajectory Labeler Demonstration Filter




Grounded Instruction Following on Real Websites

56

WebArena: map instructions to sequence of mouse and keyboard actions

“ Create an efficient itinerary to visit all of Pittsburgh's art museums with minimal driving distance
starting from Schenley Park. Log the order in my “awesome-northeast-us-travel” repository ?
® o webarena.wikipedia.com o o webarena.openstreetmap.com o o webarena.gitlab.com
2 Wikipedia # ‘4 Pittsburgh museums

»~ OpenStreetMap
List of museums in Pittsburgh

tetery S,

Schenley Park, Pittsburgh, Allegheny Count o " "
! ° ° ’ ’ - KEAUNVIE.MA 196 B 12 m Edit v Replace

This list of museums in Pittsburgh, Pennsylvania encompasses

museums defined for this context as institutions (including nonprofit 9
organizations, government entities, and private businesses) that collect 9 The Andy Warhol Museum, 117, Sandusky Str \
and care for objects of cultural, artistic, scientific, or historical interest Car (OSRM) v m \ -
and make their collections or related exhibits available for public viewing. o Vo ' \ A.E Travel in Northeast US
Also included are university and non-profit art galleries. Museums that ; )
exist only in cyberspace (i.e., virtual museums) are not included. e Tl s
VN cyberapace | ) o x = %w;\}"ﬁ —Y Pittsburgh
Directions Sheaneny |\ N
Wikimedi h edia related to M in Pittsburgh . ; y e () ' Z
@ ikimedia Commons has media rela O Museums in Fitisburg Distance: 7.1km. Time: 0:10. — et %
i »
See also: List of museums in Pennsylvania T 1. Start on Panther Hollow Road 300m 5 ) ) + Miller Gallery at Carnegie Mellon University
- ',Ofx L Downtown
M #~ 2. Slight right onto unnamed road 160 \ w‘tz_,‘;;' g + American Jewish Museum
v iviuseums N o

+ Carnegie Museum of Art

*Record the optimized
results to the repo

Search for each art

S éﬂearch for museums
museum on the Map

in Pittsburgh

ooog
0C0

Environment with sandboxed approximations of real websites spanning e-commerce, social media!
Additional utility tools: Maps, calculators, scratchpads, Wikipedia...

Multi-tab browsing

Long-horizon tasks

Evaluates functional correctness

Zhou et al. 2024. WebArena: A Realistic Web Environment for Building Autonomous Agents https://arxiv.org/abs/2307.13854
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NNetscape Navigator (NNetnav): Our latest attempt for generating complex instructions on realistic
websites with structured exploration
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One Stop Market -]
Advanced Search

Beauty & Personal Care Sports & Outdoors Clothing, Shoes & Jewelry Home & Kitchen Office Products Tools & Home Improvement

Health & Household Patio, Lawn & Garden Electronics Cell Phones & Accessories Video Games Grocery & Gourmet Food

One Stop Market

Product Showcases

oo

S0 Delicious Dairy Free Cocowhip

Pre-baked Gingerbread House Kit V8 +Energy, Healthy Energy Drink,  Elmwood Inn Fine Teas, Orange Belle Of The Ball Princess
Light, Vegan, Non-GMO Project

Value Pack, 17 0z, Pack of 2, Total  Steady Energy from Black and vanilla Caffeine-free Fruit Sprinkle Mix| Wedding Colorful

One Stop Market collectibles A
Advanced Search
Beauty & Personal Care sports & Outdoors Clothing, Shoes & Jewelry Home & Kitchen Office Products Tools & Home Improvement
Health & Household Patio, Lawn & Garden Electronics Cell Phones & Accessories Video Games Grocery & Gourmet Food
Home
'l : 1
Search results for: 'collectibles
Shop By OB temsi1-120f6252 sortBy Relevance v ¥

Shopping Options

.| I 2 3
4;"3_ N o2 \)-v/

Patio, Lawn & Garden( 48
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NNetscape Navigator (NNetnav): Our latest attempt for generating complex instructions on realistic
websites with structured exploration

Search for collectible items and navigate to ceramic rabbit ornaments

Pruning Function:

> Invoke Trajectory Labeler at fixed time-steps

> Assign reward to resulting (instruction, trajectory) pair
> Prune if reward is low \ I )
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NNetscape Navigator (NNetnav): Our latest attempt for generating complex instructions on realistic
websites with structured exploration
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Search for collectible items and navigate to ceramic rabbit ornaments

-

~

— =
SErme 2

VY. s

; , A (. 1P

oo B Cocowr
L e

P = ()"

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee

aaaaa

ssssss

aaaaaaaaaaaaaaaaa

aic| BN~ PN

Shopping Options

* Product:Ceramic rabbit or:

Pruning Function:

> Invoke Trajectory Labeler at fixed time-steps
> Assign reward to resulting (instruction, trajectory) pair
> Prune if reward is low

p fi
Ornament Office Art Sculpture Collectibles
Figurines Living Room Study Office Tv Cabinet
Home Decoration

\ J
Trajectory Labeler

N\ J
Demonstration Filter
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NNetscape Navigator (NNetnav): Our latest attempt for generating complex instructions on realistic
websites with structured exploration

Search for collectible items and navigate to ceramic rabbit ornaments

-

[ \ Details Reviews
You're reviewing:
ZGPTX Sculpture Home Decor for Statue
Ornament Office Art Sculpture Collectibles
Figurines Living Room Study Office Tv Cabine
ecoration
[ ] oul ing {
ecomm this scul
\ ) tomy

Search for collectible items, check their details and write a review.

Pruning Function:

> Invoke Trajectory Labeler at fixed time-steps

> Assign reward to resulting (instruction, trajectory) pair
> Prune if reward is low \ I )
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NNetscape Navigator (NNetnav): Our latest attempt for generating complex instructions on realistic
websites with structured exploration

Find the post about Jaime Rogozinski, and his lawsuit against Reddit, and ask him about his experience.

Vs

N\ )

YING GUIE L anyImore. | Nave no ning 10 Niue. ASK IMe any uing. pioot

Wiki = Postmill  Forums  Wiki +Submit & MarvelsGrantMan136 - ostmill  Foru +Submit & MarvelsGras Coums Wi & MarvelsGrentMan136 -
eddit. We build it, they take it
% Hotv Subscribed forums « Opoints (+0, -0) o comments
( \ Itmesene \/ St /f/worldnews Mrorldasws (© /nama
PetCare Subscribe 0 4+ I'm Jaime Rogozinski, Founder of WallStreetBets and I'm suing Reddit. AMA. = Cc
. 3 g omments
Stbmissioa i Comments) ¢ Hot: o Submitedyjartok 2years agoin 1AmA Searchquery  walstreetbets
+ Ireland Aims To Legalize Cannabis For Personsl Use s 15.2qm3 Its possible that Reddit takes this post down, but | hope they dorit because | deserve 1o be heard
106 g e I'minterested in learning more about the lawsuit and how it affects content m
Submitted by seebz69 2years ago Myname is andin 2012 For nearly a decade, | cultivated, cared for, -
201 comments participated in, and helped grow the community. In 2020, | wrote a book called WallStreetBets, planned a trading P creators on Reddit. Can you share more about your experience with the platform
e aaliolind e irelh A o e competition and filed for a WallStreetBets trademark Reddit then kicked me out, opposed my registration and o What do you think is the biggest misconception about your lawsuit, and how do you 50 results for wallstreetbets:
+ Brazil's Lula appoints Indigenous ministers to reverse Amazon deforestation cmorecem filed several WallStreetBets trademarks of its own 2
922 g e by loggiews 2years age » Hide this forum Subscribe 0 think it will impact the future of content creation on Reddit 4 [m Jaime Rogozinski, Founder of WallStreetBets and 'm suing Reddit. AMA.
¥ iy Three weeks ago, | sued them i - et
> 15_2qzb6
Idlike 10 shy h ible but due to this b i 1 itvated, cared or, part 2020, Iwrote abook
+ Russians kidnapped 30 mayors, 7 of them went missing ~ Kyiv Mayor swa con o S0 61100 8 uch a8 poswbie b e 2 1 . o4 -t cutvated cared o pargatedn,
8029 Toolbox some questions of refer to the publicly available fiings. | dorft pay my lawyers enough for this i ° posed egstraton andied adomata cfitaom | ph
() () [ ] & by Paslepotisy ke [ ] () [} reated 2years ag . ° [ ] them Idike ot beng hative sued for ywatng 3 years after
79 comments Reddit was quick to point out that I've sued for personal gain, by having quietly waiting 3 years after being banned ubs cribe via RS Preview Lo
Bans from WallStreetBets before suing This is easy 1o clear up because there are currently two open proceedings, | ! .
4 Lithuania sends anti-drone equipment, power generators and warm clothes to Ukraine Moderationlog didrit just randomly decide to sue |just got tired of being picked on f . T A T A - No comments
680 »> Hide this forum 'minterested in learning more about the lawsuit and how it affects conten
v A « Reddit vs. Jaime Rogozinski - Reddit initiated this against me three years ago and is still ongoing | chose to creators on Reddit Can you share more about your experience with the platform? + WaliStreetBets Recap! Thanks for being on WSB £
E keep quiet in good faith effort to find a mutually agreeable solution, despite having ample oppor tunity to T crntied by OPIRION_IS_UNFOPULAR 150 nwalstreetbets
62 comments
speak out What do you think is the biggest misconception about your lawsuit, and how do you -
Here and all the great
4+ Anti-war partisans in Belarus claim 1o have damaged Russian plane | Belarus neowcncon + Jaime Rogozinskivs. Reddit - this is me having had enough and deciding fighting back You canread the ful | 1001DOX think it willimpact the future of content creation on Reddit? ets ey st vt et Mg
897 Suimiedty Caratterceio 2yess ago fousathere Bens o cmmers
188 comments Crux of the argument (or if you prefer a video recap). Markdown allowed. Formatting help +
Moderationkg 4+ WallStreetBets Founder Sues Reddit| Jaime Rogozinski says site ousted him without claim; Reddit calls suit frivolous
4+ Moldova condemns Russian strikes after missile debris lands in its territory. aume com Reddit claims they kicked me out for monetizing WSB but this is a pretext. Tons of subreddits, users, and [T
6273 sutmied y professorbraininc 2years ag Reddit,including moderators from WSB and after! You're able ety Lstncr —
76 comemants 10 find examples by just randomly browsing Reddit, no need to single anyone out s e e "
9 9
Punning Fostmit Teomments
PR—— danits s ni . e s it alnien WICD mdnentars didts winnt mn thara | An alann fna with tham favannd fas mavbn anal Thaw

\\ AN J

Subscribe to the r/wallstreetbets
forum and navigate to world news

Pruning Function:
Invoke Trajectory Labeler at fixed time-steps
Assign reward to resulting (instruction, trajectory) pair
Prune if reward is low

N\ J N J
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NNetscape Navigator (NNetnav): Our latest attempt for generating complex instructions on realistic
websites with structured exploration

GGGGG

Issues 0 documentationsoftware architecture

eeeeeeeeeeeee

Pruning Function:

> Invoke Trajectory Labeler at fixed time-steps

> Assign reward to resulting (instruction, trajectory) pair
> Prune if reward is low
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, OpenStreetMap « ' i #+ OpenStreetMap : estMap % English Create account Log in
N
Search m 7 5 Y g + >4 Page Discussion Read View source View history | Search Of : Q
~ - =) o - Newport === - Camegie Mellon University, Schenley Dri .
Welcome to X o s A o Contribute map data
Opdegstlny 8 & 9 - Ogaegsburg AT ~ 9  owntown, Pittsburgh, Allegheny County
| 7 Prattsbbgh Watervile e e Rt s Contribute map data - Other languages OPirge - Help
OpenStreetMap! , w e . P et Car (05RM) MY Culiya " Engnan Sipariol Tikols” Galeg KMo  riknsr NGISNSAS Gooken DoHl OMgUASY Shee TEAMIAA IVERRLES)
aton M, / Montpeler Auglta Main Page =
ey Van i abiof the word " Woniper - LIS gy s s PR (M) BEMW
53 ; 0 shd T <, o kA Gofdnes ¢ Rockand ¥ Reverse Directions Gafdiner ! Rockisnd Reverse Directions M;p F;:’m . Other languages...
2y y Watertown Mew UEET hir Lewiston ” Watertown New Hompshire Lewiston z eatur i
ISE jer an o [ € / i ' 7 Vermon e Contributors Get help || About OpenStreetMap Browsing How to contribute | Contribute map data Editors Glossary || Beginners' guide |
/ (r 5 "
A / A Help
a / Portiand ) oke 0 / Portiing / 5 -
g / ’ - w . >
Hosting is supported by e ACERNEE. 0 (o Welcome to X 0 MUGERCTEWL 0 o Directions oios
t K t and othe t Fankiin b iord e Franklin — Shop More than ten million contributors make OpenStreetMap possible. Thank you for sharing your portion of the project!
Claremont g ¢ % gentord i Distance: 6.6km. Time: 0:08 Donations :
s cobeords ™ Diver / . Cafemont \_concors Do ;
S R ; s b - OpenStreetMap! . copos “ e T - |
Learn More Start Mapping R Manchester. o o ) i Syt B Manchestér ) Recent changes . Satellite navigation
o, SRy Canarssigus i Pk ‘lmmw/ 0 S dap (& man st ithe world == sgor - i'm;:moum / 1 1. Start on Forbes Avenue 9 ? General topics
- New fork ey ol cre i and New fork Nathaa JAGEEDE 2. Tum right onto South Craig Tools « Recording traces
-~ p Frchburg | el ) i ARy Fitchburg e Street i hers « Get Involved and see How We Map Ubkind traces
Greented ) ise under an open | / Lohel ) at lin . :
y Ounkirk oo Phrsheld Martiorough- (s 1Y f Greenfieid g o Related changes « Our Beginners' guide has a section covering other tutorials for
=1 LR Boston ithaca Pitsfieid Méritorough-- 4 [ 4 3.7Tum left onto Fifth Avenue 5 e
AN A Uiyl , ae v Ei= - e T —
S AER seochion ' . ) Speinghes =N \ 4. At the fork tum left onto Fifth » Z ] y Printable version « It could be helpful to know about Elements and Tags
il Projicknce \ Doy i <4 \ Avenue & /fbridge 10N tree s 2 N Permanent link « The Hardware Guide advises you when buying equipment « Potential Datasources
Tormngron{ R0 | o Provdénce & < B (o ¢ Page information
i Briniple o ntan /L ol B e o | i More Start Mapping ’ovf‘fvf;" e N | 4 5. Tum left onto unnamed road 7 2 ,{‘;;;%r 3 3 4 \ N ‘ \\\ E Cite this page « Contact channels « For Automated Edits, we have a code of conduct
eatte Ly Leal istolo 74 New Brtain New Bedford, | ? % S SR ) il |
scignidn inett Rhgde islond ; S « Import
> oty e sibaer Newport { o e 6. Continue on Boulevard of the o Emeraid” PAEST NG / o
Wikkpon (il et ) SOy i Newport ( 1 s (94 285) e~ N D Mapping
wikes N\ ) Wilamsport New London ) i % & NN i
NewCastle Harre idgeport ) S~ s “\ ) : 7 3 i Quality assurance
Tasieion L = NewCostle are Gridgepon N\~ ' 7. Tum right onto the ramp towards 4 X « Mapping projects
S i e g il Tagision N7 o : 1376 West: Downtown, Fort Pitt g ;. \ godu s « Mapping techniques « Accuracy, Completeness
ate College AT b et - " oL | i FYAN £
Atoosa 5 Hew Yok = 7 P Bridge > £ « Category:Data collection technique « Vandalism
S come Ao I % )
. pitsturih P e Alectown o g A - = f—\__ 5
:g km g e S Ve Atoora g =i 8. Merge left onto Penn-Lincoln ’}_gggﬂ": l{m * g « Rapid Address Collection @ .
petne e L © OpenStreetMap contributors ¥ M s g |sokm ] ) (v Sevsaiaw L Parkwav Fact (1 176 11S 27: IS D ction tion. Website and API terms « Cateqorv:Mappers' quide 5 Conflicts

N\ )

Vs

Find driving directions from CMU to downtown Pittsburgh

Pruning Function:
p
> Invoke Trajectory Labeler at fixed time-steps

> Assign reward to resulting (instruction, trajectory) pair
> Prune if reward is low \ 7L )
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WebArena

@)}[@) Search for collectible items and navigate to ceramic rabbit ornaments
I [ ] | 40 v

against Reddit, and ask him about his experience.

== Proxy Reward
Function
J Find the post about Jaime Rogozinski, and his lawsuit |

.......... . H,;
- m | N . - 35 _
% b % L e
e @ PNy, | - '
( | |
&r5) o 30
Search for collectible items, check their details and write a review — Q) Exploration %
o = %3’ Policy a 25 |
A R o o PR
J— R [ U —— @) Trajectory -
R Labeler
S L J @)
5 20-
(©
-
o
P
O,
e
]
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. Openstresthtap.

,,,,, -
-] -]
WWWWWWWWW 2 \ N I I 1 I
‘ AEr B\ s o N —
ap! - u\\ ;v’ /, ,/ ) =
! (((((((((( Y 3 "“1 - 0 0 0 2 0 4: 0 6 0 8 ]. 0
Welcome to Le 7 han -
§ S i o e - . - . - -
B|  OpenstreetMap! g : . i 7 5, a8, . . e @
o o < R o ;
= < f .
» 8 N e
e e | R T Yo
L B contcrs

@]‘[@3 F|nd driving directions from CMU to downtown Pittsburgh

Such a pruning strategy leads to very efficient
exploration. Here, area shaded in red corresponds to
actions that were prevented due to early pruning
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|@)}[@)l Search for collectible items and navigate to ceramic rabbit ornaments
H& i

Investigate the issue of offline downloads in the ally-webring.club

i - H ]| 57 = project and create a new task to implement a function to download
@H@ PDF cards and JSON data for offline access.
Search for collectible items, check their details and write a review. (%; Explor.ation !
- x__... — ijlty i Create a new forum for discussing Al and Machine Learning, and
G Labeler create a submission about a new Al-powered smartwatch, then
enction search for reviews about the smartwatch on the website

against Reddit, and ask him about his experience.

' Find the post about Jaime Rogozinski, and his lawsuit @)}[@

Find the driving directions from TLC Medical Transportation Services
in Syracuse to Times Square in Manhattan.

I@}[@)]Subscnbe to the riwallstreetbets forum and navigate to world news Add tWO prOdUCtS’ ”Abomlnable HOOdIe” and ﬂsamsung Smart TV”I
== | st X - = with respective prices 599.99 and 5$50.00, and then start the
= E == M ,, “ SR = process of adding a new customer.
@}[@D Flnd driving directions from CMU to downtown Pittsburgh SUCh a prunlng Strategy Ieads to InStrUCtlonS that are

complex, hierarchical and plausible (by design)
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http://a11y-webring.club

Some Results from Fine-tuning LLama-8b with NNetnav demonstrations

Warmup: MiniWoB++

Domain Llama-8b LLama-8b-IF Llama-8b-NNetnav
click-checkboxes-soft 0.4 0.25 0.65
email-inbox 0.25 0.3 0.3
use-autocomplete 0.25 0.55 0.7
phonebook 0.15 0.15 0.2
Mean Reward 0.28 0.28 0.48

Performs better than Instruction-first and Zero-shot LLama
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Some Results from Fine-tuning LLama-8b with NNetnav demonstrations

Method WebArena Success Rate (%)
GPT-3.5 6.2
GPT-40 14.4

GPT-40 + tree-search 19.2

GPT-40 (BrowserGym) 23.5

e State-of-the-art results based on using GPT-40, zero-shot + various
inference-time procedures like Tree Search
e This work: Finetuning smaller agents (LLama-8b) with demonstrations
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Some Results from Fine-tuning LLama-8b with NNetnav demonstrations

Method WebArena Success Rate (%) #Demonstrations
LLama-8b (zero-shot) 1 0
AutoWebGLM-7b (S1)* 2.5 240
Synatra-CodelLama-7b* 6.3 30k

This work: Finetuning smaller agents (LLama-8b) with demonstrations

68 * Synatra: Turning Indirect Knowledge into Direct Demonstrations for Digital Agents at Scale
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Some Results from Fine-tuning LLama-8b with NNetnav demonstrations

Method WebArena Success Rate (%) #Demonstrations
LLama-8b (zero-shot) 1 0
AutoWebGLM-7b (S1)* 2.5 240
Synatra-CodelLama-7b* 6.3 30k

LLama-8b-IF

LLama-8b-nnetnav

This work: Finetuning smaller agents (LLama-8b) with demonstrations

> Qutperforms prior approaches (sometimes with orders of magnitude fewer demonstrations)
> Outperforms our instruction-first baseline when controlling for exploration budget

69 * Synatra: Turning Indirect Knowledge into Direct Demonstrations for Digital Agents at Scale
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Some rollouts from LLama-3-8b-nnetnav

closing an issue on a repository

= | Q Search GitLab

Projects

Yours 14 Starred 3 Explore  Topics Filter by name ‘ Name

All  Personal
Byte Blaze / ally-syntax-highlighting & Owner w1 ¥0 110 [ Updated 1 year ago

Accessible light and dark syntax highlighting themes

A Byte Blaze / al1y-webring.club &  Owner w2 ¥0 111 [Op4 Updated 1 year ago
A webring for digital accessibility practitioners.

A The A11Y Project / allyproject.com &  Maintainer w2l ¥0 1310 40 Updated 1 year ago
The A11Y Project is a community-driven effort to make digital accessibility easier.

A Byte Blaze / accessible-html-content-patterns (5  Owner w1 ¥0 130 [0 Updated 1 year ago
& The full HTML5 Doctor Element Index as well as common markup patterns for quick
reference.
Byte Blaze / cloud-to-butt &  Owner w0 %0 130 [0 Updated 1 year ago
Chrome extension that replaces occurrences of 'the cloud' with 'my butt’

D Primer / design & Developer w2l ¥0 1116 [ 27 Updated 1 year ago

Primer Design Guidelines

Byte Blaze / dotfiles & Owner w0 ¥0 130 O Updated 1 year ago

L




Some rollouts from LLama-3-8b-nnetnav

making a comment on a post

Postmill  Forums  Wiki ¥  +Submit & MarvelsGrantMan136 ~

Submissions Comments Y Featured~ % Hot~ Featured forums

There are no featured forums to display.
€) Youarenot subscribed to any forum. Showing featured forums instead.

Running Postmill




Some rollouts from LLama-3-8b-nnetnav

creating new discussion forum

Postmill Forums  Wiki & <+ Submit & MarvelsGrantMan136 ~

Submissions Comments Y Featured~ % Hot~ Featured forums

There are no featured forums to display.
€) Youarenotsubscribed to any forum. Showing featured forums instead.

Running Postmill




Some rollouts from LLama-3-8b-nnetnav

finding directions on maps

Q OpenStreetMap | =it | ~ | History | Export ]
il Search Where is this?\
Welcome to X

OpenStreetMap!

OpenStreetMap is a map of the world,
created by people like you and free to
use under an open license.

Hosting is supported by UCL, Fastly,
Bytemark Hosting, and other partners.

Loke Erie

| 50 mi |

GPS Traces User Diaries Communities Copyright Help About

Log In | Sign Up

Au sta "

.gGa

© OpenStreetMap contributors » Make a Donation. Website and API terms

iner Ros "’ 3‘




Some rollouts from LLama-3-8b-nnetnav

adding items from prior orders to cart

My Account My Wish List Sign Out  Welcome to One Stop Market

One Stop Market k:
Advanced Search

Beauty & Personal Care Sports & Outdoors Clothing, Shoes & Jewelry Home & Kitchen Office Products Tools & Home Improvement

Health & Household Patio, Lawn & Garden Electronics Cell Phones & Accessories Video Games Grocery & Gourmet Food

One Stop Market

Product Showcases

ORANGE VAMILLA

Cairiimi-FEll

ol s ] o Ll AR
i

Pre-baked Gingerbread House Kit V8 +Energy, Healthy Energy Drink,  Elmwood Inn Fine Teas, Orange Belle Of The Ball Princess So Delicious Dairy Free CocoWhip
Value Pack, 17 oz., Pack of 2, Total Steady Energy from Black and Vanilla Caffeine-free Fruit Sprinkle Mix| Wedding Colorful Light, Vegan, Non-GMO Project




Some rollouts from LLama-3-8b-nnetnav

interacting with inventory

Dashboard

DASHBOARD

$

Scope:  AllStoreViews v (@) Reload Data

Advanced Reporting

Q A L admin -
: L5
Gain new insights and take command of your business' performance, using our dynamic product, order, and customer Go to Advanced Reporting

reports tailored to your customer data.

Lifetime Sales Chart is disabled. To enable the chart, click here.
$0.00
Revenue Tax Shipping Quantity
$0.00
Last Orders Bestsellers Most Viewed Products New Customers Customers
Customer Items Total
sarah Miller 5 $194.40 Product Price Quantity

Grace Nguyen 4 $190.00 Quest Lumaflex™ Band $15.00 6




Takeaways from NNetnav

e Yes, LLMs are not necessarily trained for grounded instruction following BUT:

> Exploration via an LLM, is a powerful tool for creating training data for grounded
instruction following.

> Linguistic priors (coming from LLMs) are a powerful tool for structuring and pruning
exploration in complex web environments!




BAGEL and NNetNav AN

Stanford |NLP

0 Google DeepMind

e BAGEL: Bootstrapping Agents
by Guiding Exploration with
Language (ICML 2024)
arXiv:2403.08140

e NNetscape Navigator: Complex i P
Demonstrations for Web :
Agents without a
Demonstrator (In Submission)

https://openreview.net/forum
?id=hHF5AayC70

Mandar Joshi Kenton Lee

servicenow.

Dzmitry Bahdanau



https://arxiv.org/abs/2403.08140
https://openreview.net/forum?id=hHF5AayC7O
https://openreview.net/forum?id=hHF5AayC7O

Meaning and Intelligence in Language Models:
From Philosophy to Agents in a World

N

Christopher Manning

@chrmanning ® manning@stanford.edu
Stanford NLP Group % Director, Stanford Al Lab
COLM, Philadelphia, 2024
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